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Existence and Ulam Stability Results for
Fractional Differential Equations with Mixed
Nonlocal Conditions
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Abstract. In this paper, we use the fixed point theory to obtain the existence and
uniqueness of solutions for fractional differential equations with mixed nonlocal condi-
tions. Also, we show the Ulam stability of the solutions. Finally, an example is given to
illustrate this work.
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1. Introduction

The concept of fractional calculus is a generalization of the ordinary differ-
entiation and integration to arbitrary non integer order. Fractional differential
equations with and without delay arise in various fields of science and engineer-
ing such as applied sciences, practical problems concerning mechanics, the engi-
neering technique fields, economy, control systems, physics, chemistry, biology,
medicine, atomic energy, information theory, harmonic oscillators, nonlinear os-
cillations, conservative systems, stability and instability of geodesic on Rieman-
nian manifolds, dynamics in Hamiltonian systems, etc. In particular, problems
concerning qualitative analysis of linear and nonlinear fractional differential equa-
tions with and without delay have received the attention of many authors, see
[1]–[22], [24]–[31] and the references therein. The study of Ulam stability for
fractional differential equations was initiated by Wang et al. [29]. An overview
on the development of theory of the Ulam-Hyers and the Ulam-Hyers-Rassias
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stability for fractional differential equations can be found in [29, 30] and the ref-
erences therein. Subsequently, many authors discussed various Ulam-Hyers sta-
bility problems for different kinds of fractional integral and fractional differential
equations by using different techniques, see [7, 15, 18, 29, 30] and the references
therein.

Recently, Asawasamrit in [7] investigated the existence and Ulam stability
analysis of the following fractional differential equation with mixed nonlocal con-
ditions: 

cDαu(t) = f (t, u (t)) , t ∈ [0, T ] ,
m∑
i=1

γiu(ηi) +
n∑
j=1

λj
cDβju(ζj) +

k∑
r=1

σjI
δr
0+
u(φr) = A,

where cDα and cDβj denote the Caputo fractional derivatives of orders α and
βj , respectively, 0 < βj < α ≤ 1, for j = 1, 2, ..., n, the notation Iδr

0+
is the

right Riemann-Liouville fractional integral of order δr > 0, for r = 1, 2, ..., k, the
given constants γi, λj , σj , A ∈ R, the points ηi, ζj , θr ∈ [0, T ] , i = 1, 2, ...,m and
f : [0, 1]× R→ R is a given continuous function.

In [13], the authors used the Krasnoselskii fixed point theorem to prove the ex-
istence of solutions to the following problem involving both left Riemann-Liouville
and right Caputo fractional derivatives:{

cDβ
1−

(
Dα

0+u(t)
)

+ f (t, u (t)) = 0, t ∈ (0, 1) ,
u (0) = u′ (0) = u (1) = 0,

where cDβ
1− and Dα

0+ denote the right Caputo fractional derivative of order β ∈
(0, 1) and the left Riemann-Liouville fractional derivative of order α ∈ (1, 2),
respectively, f : [0, 1]× R→ R is a given continuous function.

In [14], the following boundary value problem involving both left Riemann-
Liouville and right Riemann-Liouville fractional derivatives was studied: Dβ

1−

(
Dα

0+u(t)
)

+ f (t, u (t)) = 0, t ∈ (0, 1) ,
Dα

0+u(0) = Dα
0+u(1) = 0,

u (0) = u′ (0) = 0,

where Dβ
1− and Dα

0+ denote the right Riemann-Liouville derivative of order β ∈
(1, 2) and the left Riemann-Liouville fractional derivative of order α ∈ (1, 2),
respectively, f : [0, 1]× R→ R is a given continuous function.

Motivated by the above works, in this paper, we investigated the existence
and Ulam stability analysis of the following fractional differential equation with
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mixed nonlocal conditions:
cDβ

1−

(
cDα

0+u(t)
)

= f (t, u (t)) , t ∈ [0, 1] ,
m∑
i=1

γiu(ηi) +
n∑
r=1

σrI
δr
0+
u(θr) = A,

cDα
0+u(0) =c Dα

0+u(1) = 0,

(1)

where cDβ
1− and cDα

0+ denote, the left and the right Caputo fractional derivatives

of orders β and α, respectively, 0 < α ≤ 1, 1 < β ≤ 2, the notation Iδr
0+

is the
right Riemann-Liouville fractional integral of order δr > 0, for r = 1, 2, ..., n,
the given constants γi, σr, A ∈ R, the points ηi, θr ∈ [0, 1] , i = 1, 2, ...,m and
f : [0, 1]×R→ R is a continuous function. To show the existence and uniqueness
of solutions, we transform (1) into an integral equation and then use the Banach
and Schauder fixed point theorems. Further, we obtain Ulam-Hyers and Ulam-
Hyers-Rassias stability results for (1). Finally, we provide an example to illustrate
our results.

The rest of this paper is organized as follows. Some definitions from frac-
tional calculus theory are recalled in Section 2. In Section 3, we will prove the
existence and uniqueness of solutions for Problem (1). In Section 4, we discuss
the Ulam stability results. Finally, an example is given in Section 5 to illustrate
the usefulness of our main results.

2. Preliminaries

In this section, we recall some basic definitions and necessary lemmas related
to fractional calculus and fixed point theorems that will be used throughout this
paper. Let C ([0, 1] ,R) denote the Banach space of all continuous functions from
[0, 1]→ R.

Definition 1 ([16]). The left and right Riemann-Liouville fractional integrals of
order α ∈ R, (α > 0) of a function f : [a, b]→ R are defined by

Iαa+f (t) =

∫ t

a

(t− s)α−1

Γ (α)
f (s) ds,

Iαb−f (t) =

∫ b

t

(t− s)α−1

Γ (α)
f (s) ds,

respectively, where Γ denotes the Gamma function.

Definition 2 ([16]). Let n − 1 < α < n. The left and right Caputo fractional
derivatives of order α ∈ R, (α > 0) of a function f : [a, b] → R such that f ∈
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Cn ([a, b] ,R) are given by

cDα
a+x(t) =

(
In−α
a+

f (n)
)

(t) ,

cDα
b−x(t) = (−1)n

(
In−α
b− f (n)

)
(t) ,

respectively, where n = [α] + 1, [α] denotes the integer part of the real number α.

Lemma 1 ([16]). Let α ∈ R with α > 0 and let n = [α] + 1. If f ∈ Cn ([a, b],R),
then

1) Iαa+
cDα

a+f(t) = f(t)−
n−1∑
k=0

f (k)(a)
k! (t− a)k.

2) Iαb−
cDα

b−f (t) = f(t)−
n−1∑
k=0

(−1)(k)f (k)(b)
k! (b− t)k.

In particular, when 0 < α < 1, Iα0+
cDα

0+f (t) = f(t)−f(0) and Iα1−
cDα

1−f (t) =
f (t)− f (1).

To define Ulam’s stability, we consider the following fractional differential
equation:

cDαu(t) = f (t, u (t)) , 0 < α ≤ 1, t ∈ [0, 1] . (2)

Definition 3 ([22]). The equation (2) is said to be Ulam-Hyres (UH) stable if
there exists a real number k > 0 such that for each ε > 0 and for each y ∈
C1 ([0, 1] ,R) solution of the inequality

|cDαy(t)− f (t, y (t))| ≤ ε, t ∈ [0, 1] , (3)

there exists a solution u ∈ C1 ([0, 1] ,R) of the equation (2) with

|y(t)− u (t)| ≤ kε, t ∈ [0, 1] .

Definition 4 ([22]). Assume that y ∈ C1 ([0, 1] ,R) satisfies the inequality (3)
and u ∈ C1 ([0, 1] ,R) is a solution of the equation (2). If there is a function
φf ∈ C (R+,R+) with φf (0) = 0 satisfying

|y(t)− u (t)| ≤ φf (ε), t ∈ [0, 1] ,

then the equation (2) is said to be generalized Ulam-Hyres (GUH) stable.

Definition 5 ([22]). The equation (2) is said to be Ulam-Hyres-Rassias (UHR)
stable with respect to φf ∈ C ([0, 1] ,R+) if there exists a real number k > 0 such
that for each ε > 0 and for each y ∈ C1 ([0, 1] ,R) solution of the inequality

|cDαy(t)− f (t, y (t))| ≤ εφf (t), t ∈ [0, 1] , (4)

there exists a solution u ∈ C1 ([0, 1] ,R) of the equation (2) with

|y(t)− u (t)| ≤ kφf (t)ε, t ∈ [0, 1] .
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Definition 6 ([22]). Assume that y ∈ C1 ([0, 1] ,R) satisfies the inequality in (4)
and u ∈ C1 ([0, 1] ,R) is a solution of the equation (2). If there exists a non zero
positive constant kφ,f such that

|y(t)− u (t)| ≤ kφ,fφf (t), t ∈ [0, 1] ,

then the equation (2) is said to be generalized Ulam-Hyres-Rassias (GUHR) sta-
ble.

Remark 1. If there is a function Ψ ∈ C ([0, 1] ,R) (dependent on y), such that
1) |Ψ (t)| ≤ ε, for all t ∈ [0, 1],
2) cDαy(t) = f (t, y (t)) + Ψ (t), t ∈ [0, 1],
then the function y ∈ C1 ([0, 1] ,R) is a solution of the inequality (3).

Theorem 1 (Banach’s fixed point theorem [23]). Let Ω be a non-empty closed
convex subset of a Banach space (S, ‖.‖). Then any contraction mapping P of Ω
into itself has a unique fixed point.

Theorem 2 (Schauder’s fixed point theorem [23]). Let Ω be a nonempty closed
bounded convex subset of a Banach space (S, ‖.‖) and P : Ω→ Ω be a continuous
and compact operator. Then P has a fixed point in Ω.

3. Existence and uniqueness

Let E = C ([0, 1] ,R) be a Banach space of all continuous functions x : [0, 1]→
R endowed with the norm ‖x‖ = supt∈[0,1] {|x(t)|}.

The following lemma concerns a linear variant of Problem (1).

Lemma 2. Suppose y ∈ C ([0, 1] ,R) and

ω =
m∑
i=1

γi +
n∑
r=1

σrθ
δr
r

Γ (δr + 1)
6= 0. (5)

Then, the unique solution of the linear problem
cDβ

1−

(
cDα

0+u(t)
)

= y (t) , t ∈ [0, 1] ,
m∑
i=1

γiu(ηi) +
n∑
r=1

σrI
δr
0+
u(θr) = A,

cDα
0+u(0) =c Dα

0+u(1) = 0,

(6)

is given by the integral equation

u(t) = Iα0+I
β
1−y(t) + (Iα0+(1− t))

(
1

Γ (β)

∫ 1

0
sβ−1y(s)ds

)
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+
1

ω

(
A−

m∑
i=1

γiI
α
0+I

β
1−y(ηi)−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1y(s)ds

)
−

n∑
r=1

σrI
δr+α
0+

Iβ
1−y(θr)

)
. (7)

Proof. Applying the fractional integral operator Iβ
1− to the first equation of

(1), we get
cDα

0+u(t) = Iβ
1−y (t) + c0 + c1(1− t). (8)

According to second condition in (1), it yields

c0 = 0, c1 =
1

Γ (β)

∫ 1

0
sβ−1y(s)ds. (9)

Substituting c0 and c1 by their values in (8), we obtain

cDα
0+u(t) = Iβ

1−y(t) + (1− t)
(

1

Γ (β)

∫ 1

0
sβ−1y(s)ds

)
. (10)

Now we apply the fractional integral Iα0+ to the equation (10) to get

u(t) = Iα0+I
β
1−y(t) + (Iα0+(1− t))

(
1

Γ (β)

∫ 1

0
sβ−1y(s)ds

)
+ c2. (11)

From the first condition in (1), we deduce

c2 =
1

ω

(
A−

m∑
i=1

γiI
α
0+I

β
1−y(ηi)−

n∑
r=1

σrI
δr+α
0+

Iβ
1−y(θr)

−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)(
1

Γ (β)

∫ 1

0
sβ−1y(s)ds

))
.

Substituting c2 in (11), we get the integral equation (7). The converse can be
proven by direct computation. The proof is completed. J
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Moreover, for computational convenience we put

L∗ =
1

Γ (α+ 1) Γ (β + 1)

(
2

m∑
i=1

|γi|+ 2
k∑
r=1

|σr|

)
. (12)

Using Lemma 2 we define the operator P : E → E by

(Pu) (t) =

∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1f (s, u(s)) ds

)
+

1

ω

(
A−

m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+

n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1f (s, u(s)) ds

)
−

n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

)
. (13)

Theorem 3. Let f : [0, 1] × R → R be a continuous function and (5) hold.
Suppose that

(H1) f(t, u) is a Lipschitz continuous function (in u), i.e. there exists a
constant kf > 0 such that

|f(t, u)− f(t, v)| ≤ kf |u− v| , for all t ∈ [0, 1] , u, v ∈ R.

If
2kf

Γ (α+ 1) Γ (β + 1)
+
kf
|ω|

L∗ < 1,

then Problem (1) has a unique solution on [0, 1].

Proof. Let us define a positive number M as follows:

M ≥
|A|+N

(
2|ω|

Γ(α+1)Γ(β+1) + L∗
)

|ω| − kf
(

2|ω|
Γ(α+1)Γ(β+1) + L∗

) ,
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N = sup {|f(t, 0)| , t ∈ [0, 1]} ,

and show that PBM ⊂ BM , where

BM = {u ∈ E : ‖u‖ ≤M}

is a closed ball, and we note that∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
dxds ≤ 1

Γ (α+ 1) Γ (β + 1)
, (14)

and
1

Γ (δr + α+ 1)
≤ 1

Γ (α+ 1)
.

In (14) we have used the fact that (1 − s)β ≤ 1 for 1 < β ≤ 2. Using the above
argument, we have

|(Pu) (t)| ≤
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(|f (x, u(x))− f (x, 0)|+ |f (x, 0)|) dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 (|f (s, u(s))− f (s, 0)|+ |f (s, 0)|) ds

)
+

1

|ω|

(
|A|+

m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)

× (|f (x, u(x))− f (x, 0)|+ |f (x, 0)|) dxds

+

n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)

× (|f (x, u(x))− f (x, 0)|+ |f (x, 0)|) dxds

+

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1 (|f (s, u(s))− f (s, 0)|+ |f (s, 0)|) ds

))
≤ 2

Γ (α+ 1) Γ (β + 1)
(kfM +N) +

|A|
|ω|

+
(kfM +N)

|ω|

(
1

Γ (α+ 1) Γ (β + 1)

(
2

m∑
i=1

|γi|+ 2

n∑
r=1

|σr|

))
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=
|A|
|ω|

+
(kfM +N)

|ω|

(
2 |ω|

Γ (α+ 1) Γ (β + 1)
+ L∗

)
≤M,

which, by taking the norm on [0, 1], yields ‖Pu‖ ≤M . This shows that PBM ⊂
BM . In order to show that P is a contraction, we put u, v ∈ BM . Then we obtain

|(Pu) (t)− (Pv) (t)|

≤
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(|f (x, u(x))− f (x, v(x))|) dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 (|f (s, u(s))− f (s, v(s))|) ds

)
+

1

|ω|

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(|f (x, u(x))− f (x, v(x))|) dxds

+
n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
(|f (x, u(x))− f (x, v(x))|) dxds

+

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1 (|f (s, u(s))− f (s, v(s))|) ds

))
≤

2kf
Γ (α+ 1) Γ (β + 1)

‖u− v‖+
kf ‖u− v‖
|ω|

×

(
1

Γ (α+ 1) Γ (β + 1)

(
2

m∑
i=1

|γi|+ 2
n∑
r=1

|σr|

))

=

(
2kf

Γ (α+ 1) Γ (β + 1)
+
kf
|ω|

L∗
)
‖u− v‖ .

Therefore

‖Pu− Pv‖ ≤
(

2kf
Γ (α+ 1) Γ (β + 1)

+
kf
|ω|

L∗
)
‖u− v‖ ,

which implies that P is a contraction, since

2kf
Γ (α+ 1) Γ (β + 1)

+
kf
|ω|

L∗ < 1.
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By Banach contraction mapping the operator P defined in (13), has the unique
fixed point, which implies that Problem (1) has a unique solution on [0, 1]. The
proof is completed. J

Theorem 4. Let f be a continuous function on [0, 1]×R and (5) hold. Assume
that

(H2) |f (t, u(t))| ≤ Φ(t), ∀(t, u) ∈ [0, 1]× R, Φ ∈ L1 ([0, 1] ,R+).

Then Problem (1) has at least one solution on [0, 1].

Proof. We consider the non-empty closed bounded convex subset BM =
{u ∈ E : ‖u‖ ≤M} of E where M is chosen as follows:

M ≥ |A|
|ω|

+ Φ∗
(

2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
.

The continuity of f implies the continuity of the operator P . Now, we need to
show that the operator P is compact by applying the well known Arzela-Ascoli
theorem. So we will show that PBM ⊂ BM and PBM is a uniformly bounded
and equicontinuous set. Let Φ∗ = sup {Φ(t) : t ∈ [0, 1]}. For u ∈ BM , it follows
that

|(Pu) (t)| ≤
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|f (x, u(x))| dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 |f (s, u(s))| ds

)
+

1

|ω|

(
|A|+

m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|f (x, u(x))| dxds

+
n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
|f (x, u(x))| dxds

+

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1 |f (s, u(s))| ds

))
≤ 2

Γ (α+ 1) Γ (β + 1)
Φ∗ +

|A|
|ω|
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+
Φ∗

|ω|

(
1

Γ (α+ 1) Γ (β + 1)

(
2

m∑
i=1

|γi|+ 2

n∑
r=1

|σr|

))

=
|A|
|ω|

+ Φ∗
(

2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
,

and consequently

‖Pu‖ ≤ |A|
|ω|

+ Φ∗
(

2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
≤M,

which implies that PBM ⊂ BM and the set PBM is uniformly bounded. Next,
we are going to prove that PBM is an equicontinuous set. For t1, t2 ∈ [0, 1] such
that t1 < t2 and for u ∈ BM , we obtain

|(Pu) (t2)− (Pu) (t1)|

≤ Φ∗

Γ (β + 1)

∫ t1

0

(
(t2 − s)α−1

Γ (α)
− (t1 − s)α−1

Γ (α)

)
ds

+

∫ t1

0

(
(t2 − s)α−1

Γ (α)
− (t1 − s)α−1

Γ (α)

)
(1− s)ds

(
1

Γ (β)

∫ 1

0
sβ−1 |f (s, u(s))| ds

)
+

∫ t2

t1

(t2 − s)α−1

Γ (α)
(1− s)ds

(
1

Γ (β)

∫ 1

0
sβ−1 |f (s, u(s))| ds

)
+

Φ∗

Γ (β + 1)

∫ t2

t1

(t2 − s)α−1

Γ (α)
ds

≤ Φ∗

Γ (β + 1)

(
4 (t2 − t1)α + 2 (tα1 − tα2 )

Γ (α+ 1)

)
.

As t1 → t2, the right-hand side of the above inequality tends to zero and the
convergence is independent of u in BM , which means PBM is equicontinuous. The
Arzela-Ascoli theorem implies that P is compact. Hence, by the Schauder fixed
point theorem, the operator P has at least one fixed point u ∈ BM . Therefore,
Problem (1) has at least one solution on [0, 1]. J

4. Ulam stability

Lemma 3. If y satisfies the inequality∣∣∣cDβ
1− (cDα

0+y(t))− f (t, y (t))
∣∣∣ ≤ ε, t ∈ [0, 1] , (15)
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then, for ε ∈ (0, 1], y is a solution of the inequality

|y(t)− (Py) (t)| ≤ ε
(

2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
, (16)

where L∗ is defined in (12).

Proof. From Remark 1 and Lemma 2, we have

y(t) =

∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(f (x, y(x)) + ψ(x)) dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 (f (s, y(s)) + ψ(s)) ds

)
+

1

ω

(
A−

m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(f (x, y(x)) + ψ(x)) dxds

−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds+

n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1 (f (s, y(s)) + ψ(s)) ds

)
−

n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
(f (x, y(x)) + ψ(x)) dxds

)
.

Then, by Remark 1, we obtain

|y(t)− (Py) (t)|

≤
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 |ψ(s)| ds

)
+

1

ω

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

+

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+

n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)(
1

Γ (β)

∫ 1

0
sβ−1 |ψ(s)| ds

)

+

n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

)
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≤ ε
(

2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
.

This completes the proof. J

Theorem 5. If the conditions (5), (H1) and (H2) are fulfilled and d ∈ (0, 1)
holds, where

d =
2kf

Γ (α+ 1) Γ (β + 1)
+
kf
|ω|

L∗,

then Problem (1) is UH stable.

Proof. Suppose y is a solution of the inequality (15) and let u be the unique
solution of Problem (1). We consider

|y(t)− u(t)|

=

∣∣∣∣∣y(t)−
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

− (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1f (s, u(s)) ds

)
− 1

ω

(
A−

m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+

n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)(
1

Γ (β)

∫ 1

0
sβ−1f (s, u(s)) ds

)

−
n∑
r=1

σr

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

)∣∣∣∣∣
≤ |y(t)− (Py) (t)|+ |(Py) (t)− (Pu) (t)|

≤ ε
(

2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
+

(
2kf

Γ (α+ 1) Γ (β + 1)
+
kf
|ω|

L∗
)
‖y − u‖ ,

from which we obtain

|y(t)− u(t)| ≤
ε
(

2
Γ(α+1)Γ(β+1) + L∗

|ω|

)
1− d

.
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By setting

k =

2
Γ(α+1)Γ(β+1) + L∗

|ω|

1− d
,

we obtain

|y(t)− u(t)| ≤ kε. (17)

Therefore, Problem (1) is UH stable. The proof is completed. J

Remark 2. By setting φf (ε) = kε in (17), we obtain φf (0) = 0 and then Problem
(1) is GUH stable.

Lemma 4. Let y be a solution of the inequality∣∣∣cDβ
1− (cDα

0+y(t))− f (t, y (t))
∣∣∣ ≤ εφf (t), t ∈ [0, 1] , (18)

and assume that (H3)∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 |ψ(s)| ds

)
+

1

ω

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

+

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)(
1

Γ (β)

∫ 1

0
sβ−1 |ψ(s)| ds

)

+

n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

)

≤ εφf (t)

(
2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
.

Then y satisfies the inequality

|y(t)− (Py) (t)| ≤ εφf (t)

(
2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
. (19)
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Proof. From Remark 1 and Lemma 2, we have

y(t) =

∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(f (x, y(x)) + ψ(x)) dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 (f (s, y(s)) + ψ(s)) ds

)
+

1

ω

(
A−

m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
(f (x, y(x)) + ψ(x)) dxds

−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+

k∑
r=1

σj

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1 (f (s, y(s)) + ψ(s)) ds

)
−

k∑
r=1

σj

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
(f (x, y(x)) + ψ(x)) dxds

)
.

Therefore

|y(t)− (Py) (t)|

≤
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

+ (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1 |ψ(s)| ds

)
+

1

ω

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

+

(
m∑
i=1

|γi|
∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds+

n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)

×
(

1

Γ (β)

∫ 1

0
sβ−1 |ψ(s)| ds

)
+

n∑
r=1

|σr|
∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
|ψ(x)| dxds

)

≤ εφf (t)

(
2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
,
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which yields the inequality (19). J

Theorem 6. If the assumptions (5), (H1), (H2), (H3) and d ∈ (0, 1) are satisfied,
then Problem (1) is UHR stable.

Proof. Let y be a solution of the inequality (18) and let u be the unique
solution of Problem (1). Next we consider

|y(t)− u(t)|

=

∣∣∣∣∣y(t)−
∫ t

0

(t− s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

− (Iα0+(1− t))
(

1

Γ (β)

∫ 1

0
sβ−1f (s, u(s)) ds

)
− 1

ω

(
A−

m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

−

(
m∑
i=1

γi

∫ ηi

0

(ηi − s)α−1

Γ (α)
(1− s) ds

+
k∑
r=1

σj

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)
(1− s) ds

)(
1

Γ (β)

∫ 1

0
sβ−1f (s, u(s)) ds

)

−
k∑
r=1

σj

∫ θr

0

(θr − s)δr+α−1

Γ (δr + α)

∫ 1

s

(x− s)β−1

Γ (β)
f (x, u(x)) dxds

)∣∣∣∣∣
≤ |y(t)− (Py) (t)|+ |(Py) (t)− (Pu) (t)|

≤ εφf (t)

(
2

Γ (α+ 1) Γ (β + 1)
+
L∗

|ω|

)
+

(
2kf

Γ (α+ 1) Γ (β + 1)
+
kf
|ω|

L∗
)
‖y − u‖ ,

from which we have

|y(t)− u(t)| ≤
εφf (t)

(
2

Γ(α+1)Γ(β+1) + L∗

|ω|

)
1− d

.

By taking a constant

kφ,f =

2
Γ(α+1)Γ(β+1) + L∗

|ω|

1− d
,

we obtain
|y(t)− u(t)| ≤ kφ,f εφf (t). (20)
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Therefore, Problem (1) is UHR stable. The proof is completed. J

Remark 3. By putting ε = 1 in (20), we deduce that Problem (1) is GUHR
stable.

5. Example

Consider the following problem
cD

3
2

1−

(
cD

1
2

0+
u(t)

)
= 1

4 t sin (u(t)) , t ∈ [0, 1] ,

0.25u(1) + 0.5u(0.5) + 0.75I0.6
0+ u(1) = 1,

cD
1
2

0+
u(0) =c D

1
2

0+
u(1) = 0.

(21)

Here α = 0.5, β = 1.5, γ1 = 0.25, γ2 = 0.5, η1 = 1, γ1 = 0.5, σ1 = 0.75, θ1 = 1,
δ1 = 0.75, A = 1 and f(t, u) = 1

4 t sin (u). From given information, we find that
ω = 1.50 and L∗ = 2.5464. Since

f(t, u) =
1

4
t sin (u(t)) ,

we obtain that |f(t, u)− f(t, v)| ≤ 1
4 |u− v|. Then we get kf = 1

4 , |f(t, u)| ≤
1
4 t = Φ(t). In view of Theorem 3,

2kf
Γ(α+1)Γ(β+1) +

kf
|ω|L

∗ = 0.8488 < 1. Hence

Problem (21) has the unique solution.
In view of Theorem 5, the conditions (5), (H1), (H2) and d = 0.8488 are

satisfied. Therefore Problem (21) is UH stable with k = 22.4553 and hence GUH
stable. By setting φf (t) = 0.4230t0.6 +0.5770, we make all conditions of Theorem
6 satisfied. Therefore Problem (21) is UHR stable and also GUHR stable.
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