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On Fredholm Integral Equations of the First Kind
with Nonlinear Deviation

T.K. Yuldashev*, Kh.Kh. Saburov

Abstract. The problems of solvability and construction of solutions of a nonlinear Fred-
holm functional-integral equation of the first kind with degenerate kernel and nonlinear
deviation are considered. Using the method of regularization in combination with the
method of degenerate kernel, an implicit functional equation with nonlinear deviation is
obtained. Since Fredholm functional-integral equation of the first kind is ill-posed, the
boundary conditions to ensure the uniqueness of the solution is used. In order to use the
method of successive approximations and prove the unique solvability, the obtained im-
plicit functional equation is transformed to the nonlinear Volterra type functional-integral
equation of the second kind. The unique solvability of the problem is proved.
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1. Formulation of the problem

Integral equations are mathematical models of many physical processes and
the operations in technical systems. In applications of differential and integral
equations the approximation methods play an important role. Different meth-
ods are used for the approximation solution of differential, integral and integro-
differential equations (see, e.g., [1, 2, 3, 4, 5, 6]). The work [7] is dedicated to
the study of nonlinear Volterra integral equations with weakly singular kernels
by generalized Jacobi-Galerkin method.

Different analytical and numerical methods are used in the theory of nonlin-
ear Fredholm integral equations of the first kind. The Adomian decomposition
method (see [8]) has been efficiently used in the theory of linear and nonlinear
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problems for differential, integral and integro-differential equations. This method
provides the solution as an infinite series in which each term can be easily deter-
mined. It was further developed in [9, 10, 11, 12, 13]. Hadamard [14] introduced
a mathematical term of well-posed problem. Well-posed models of physical phe-
nomena should have the following three properties: a solution exists; a solution
is unique; continuous dependence of the solution on the data. The method of
regularization was established independently by Phillips [15] and Tikhonov [16].
It was used before in treating linear Fredholm integral equations of the first kind.
The method of regularization consists of replacing ill-posed problem by well-posed
problem.

In this paper, we will study the problems of unique solvability and construc-
tion of solutions of a nonlinear Fredholm functional-integral equation of the first
kind with degenerate kernel and nonlinear deviation. When a kernel of integral
equation is degenerate, it is easy to replace this integral equation by another kind
of integral equation, which is convenient for solving. The integral and integro-
differential equations with degenerate kernels were considered by many authors
(see, e.g., [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]).

In our paper, using the regularization method in combination with the method
of degenerate kernel, we obtain a functional-implicit equation with nonlinear
deviation. Fredholm functional-integral equation of the first kind is ill-posed.
So, we use boundary conditions to ensure the uniqueness of the solution. In
order to use the method of successive approximations, we transform the implicit
functional equation to the nonlinear Volterra type functional-integral equation of
the second kind. In our case, this Volterra type functional-integral equation of
the second kind is ill-posed, too. We prove the unique solvability of this problem
by the given boundary conditions.

On the segment [0; 7] the nonlinear Fredholm integral equation of the first
kind is considered

T
A/K(t, s) (s, u(s), uld (s, u(s))]) ds = f (t) (1)
0

under the following conditions:

u (0) = ¢ = const,
u(t) = eu(t), t € [=ha; 0], (2)
u(t) = pa(t), t € [T; T+ hol,

where 0 < T is a given real number, A is a nonzero compatibility parameter,
F(t,u,v) € C([0;T] x X x X), 6(t,u) € C([0; T] x X), —h1 < 0(t, u) <
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T+ hay, 0 < h; =const, i = 1,2, pi(t) € C[—h1; 0], 2(t) € C[T; T + hal,
K (t,s)= i a;(t)bi(s), 0#a;(t), bi(s) € C[0; T], X is a closed set in the set
of real nurrzlf)lers. Here it is assumed that each of the systems of functions a; (t),

i=1, k,and b;(s), i = 1, k, is linearly independent, ¢1(0) = ¢, p2(T) = u(T).

2. Method of regularization and method of degenerate kernel

Taking into account the degeneracy of the kernel, equation (1) can be rewrit-
ten in the following form:

T
A/‘ ai(t)bi(s) F (s, u(s), uld (s, u(s))]) ds = f (). (3)
0

=1

Using the notation

O (t) = F (t, u(t), uld (t, u(t))]) (4)

and introducing new unknown function 9. (¢), we obtain from (3) the approxima-
tion of the Fredholm integral equation of the second kind with a small parameter

Tk
eV (t) = f(t) — /\/ a;(t)b;(s)V:(s)ds, (5)
o i=1
where
tim 0. (1) = (1), (6)
0 < ¢ is a small parameter.
Using the new notation
T
o= [ bils) 0. (5)ds 7)
0

the integral equation (5) can be rewritten as follows:

k
1
U (t) = < [f(t)—/\zai(t)az'] : (8)
i=1
Substituting (8) into (7), we obtain the system of linear equations (SLE)

k
ai‘f‘)\ZQinj:Bia i=1,k, 9)
=1
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where
1 i 1 i
Aijze/bi(s)aj(s)ds, Bize/bi(s)f(s)ds. (10)
0 0
Consider the following determinants:
A = Agy 1+2A,, ... Ay 20, (1)
Ay A oo 1AL,
A\ = Aoy A2(ifl) B 2 (i+1) Ay, L i=1k
Ay o Aoy Bro A L+ XA,

SLE (9) is uniquely solvable for any finite right-hand sides, if the nondegen-
eracy condition (11) of the Fredholm determinant is fulfilled. The determinant
A (A) in (11) is a polynomial with respect to A of degree not greater than k.
The equation A (A\) = 0 has at most k different real roots. We denote them by
wi(l=1,p, 1 <p<k). Then A = p; are called irregular values of the spectral
parameter A. Other values of the spectral parameter A # u; are called regular.
The solutions of SLE (9) for regular values of parameter \ are written as

a; AAZ’((;)), i=T, k. (12)
Substituting (12) into (8), we obtain
1 - Ai(N)
Je (t) = - f(t)—A;ai(t) Ay |- (13)
By virtue of formula (10), we suppose that
s Ai()
f(t):)\;ai(t)ci, ci— A AOY = eC;, (14)

where ¢;, C; = const, i=1, k.
We recall that A is a compatibility parameter between free term function f (t)
and the kernel of integral equation (1). So, we choose one of the regular values
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of the parameter A such that the first of conditions (14) is fulfilled. Then, taking
into account (6), from (13) we obtain

k
9(t) =AY Ciay(t). (15)
i=1
Now the function ¥(¢) is known and defined by the formula (15). So, we solve
the implicit functional equation (4). We rewrite this implicit equation as
0=G(t u(t), w[d(t ut)]}) (16)

with given conditions (2), where G = F' — 9.
We consider two examples to illustrate the convenience of the above method.

Example 1. We consider the following simple integral equation of the first kind
without deviation:

1
A [ ts(e® +2u(s)*ds = 18t. (17)
/

First, we use the regularization method. So, we denote ¥ (t) = (e' + 2u (t))Q.
Then we have a second kind Fredholm integral equation

1
ed:(t) = 18t — )\/tsﬁg(s) ds,
0

where the formula (6) is true. So, we have
1
9.(1) :é 18t—)\t/sv"€(s) ds | (18)
0
Now we use degenerate method by denoting
1
a= /8195(8) ds. (19)
0

Taking into account (19), from (18) we come to the following relation:

9. (t) = é (18— Aa]. (20)
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We substitute the relation (20) into (19). Then we obtain algebraic equation

18— Ao
a=—),
3¢
which has a solution 18
= ) 21
e+ A (21)
Substituting this solution (21) into representation (20), we derive
18t 1 54t
’19 t = — —_— = . 22
(1) == [ 3€+)\} 3e+ A (22)
Passing to the limit in (22) as € — 0, we have ¥ (t) = 5%“. So, we obtain the
implicit functional equation
t 2 2 54t
2u-(t))” = —.
(e + 2u”( )) 3
It 1s mot difficult to see that this implicit equation for A = —"= has the solutions
+£3/3(e2 + 1)t — 2¢
u(t) = (e I Jt=2¢ (23)

It is obvious that these solutions satisfy the given integml equation (17) for A =
ez—sﬂ. This integral equation (17) for this value A =
u(t) = et

GQH has another solution:

Example 2. As a second example, we consider the simple integral equation

1
A / (2t + 1) su®(s) ds = 4t + 2 (24)
0

with initial condition u(0) = {/1. We denote ¥ (t) = u3(t). Then we have a
second kind Fredholm integral equation

1
5195(t):4t2+2—)\/ (2t* +1) s9.(s) ds.
0
Hence, we have

1
Ve (t) = % 42 +2 — (267 + / 59 (s : (25)
0
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Denoting
1
a= /8195(8) ds, (26)
0
from (25) we come to the following relation
Lo
Ve (t) = - (2t +1) (2 - Aa). (27)

Substituting the relation (27) into (26), we obtain the algebraic equation

2—- )«
o= ,
€
the solution of which is
2
= ) 28
‘T +A (28)
Substituting the solution (28) into (27), we derive
1 2 2 (22 4+ 1)
D:(t) == (2t +1) (2 A = . 29
() 5( +)< €+)\> e+ A (29)
Passing to the limit in (29) as € — 0, we have
. 222 +1)  2(2t2+1)
A i R
So, we obtain the implicit functional equation
2 (2% +1)
3
t) = ———.
wd) = =5
This implicit equation for A = 10 has the solution
2t2 + 1
u(t) = { 5+ : (30)

It is obvious that this solution satisfies the given integral equation (24). This
integral equation for X = 10 has another solution: u(t) = t. But, the unique

solution of this integral equation (24) with initial condition u (0) = f/g is (30).
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3. Transform into nonlinear Volterra type integral equation

To solve the implicit functional equation (16), we use the method of succes-
sive approximations in combination with the method of compression mapping.
However, it is impossible to apply the method of successive approximations di-
rectly to the equation (16) with nonlinear deviation. Therefore, we propose the
following method.

On the segment [0; T'] we take arbitrary positive definite and continuous
function Ko(t). We introduce the notation

bt s) = / Ko(0) dB, (t, 0) = (1), t € [0; T).

It is obvious that ¥(t, s) = 1(t) — 1 (s). By the solution of equation (1) we mean
a continuous function u(t) on the segment [0; 7] that satisfies equation (1) with
the given conditions (2) and the Lipschitz condition

lu@) —u(s)|| < Lot —sl, (31)
where 0 < Ly = const, [[u(t)| = max |u(t)].
0<t<T

We write the implicit equation (16) as

+G (t, u(t), w[o (¢ w(t)]), tel0; T
Hence, using resolvent of the kernel [—Kj(s)], we obtain

t

u(t) =u(t)+ /Ko(s)u(s) ds+ G (t, u(t), w0 (t, u(t))])

—G (s, u(s), uld (s, u(s))]) }ds, t € [0; T7. (32)
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Applyng Dirichlet’s formula to (32) (see [28]), we derive the following Volterra
type nonlinear functional-integral equation of the second kind:

u(t) =St u) = /H(t, s)u(s)ds
0

+lu(t)+ G u(t), uld(t, ut))])] -exp{-v ()}
+/K0(5) exp {—¢ (¢, s)} {u(t) —u(s) + Gt u(t), u[o(t, u(?)))
0
—G (s, u(s),uld(s, u(s))])} ds, te]0;T], (33)

where
H (t, 5) = Ko(s) exp {~t(t, 5)} - / Ko(8) exp {—(t, )} Ko(, s)db. (34)

Remark 1. We conditionally call the nonlinear functional-integral equation (33)
a Volterra type nonlinear functional-integral equation of the second kind. As this
integral equation (33) is ill-posed [29], we will study it for the given conditions
(2). In addition, we consider the conditions (2) as u(t —0) = u (¢t + 0) at the
pointst =0 and t =T.

Let the conditions (11) and (14) be fulfilled. Then, instead of the Fredholm
functional-integral equation of the first kind (1), we will study the Volterra type
functional-integral equation of the second kind (33) with conditions (2).

Theorem 1. Let the condition (31) be fulfilled and
D). |G (¢ u(t), v(D)}) || < Mo, 0< Mo = const;
2). |G (8, ua(t), vi(t) = G (t, ua(t), va(t)) |

< Li(t) (Jur(t) —u2(t) |+ [v1(t) —v2(t) ), 0 < Li(t) € C[0; T7;

3). [0 (t,ui(t)) —d(t,uz(t))| < La(t) lur(t) —ua(t)], 0 < La(t) € C[0; TY;
4). p <1, where

t

p= g (1l Kot o H/Q,(t, s)ds+[1+ Li(t) (2 + LoLa(£)] Q (£, 0) | ,
0
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¢
Q(t5) = exp (=t 9)} +2 [ Kol6) exp {0 ¢, 6)} db.
Then the functional-integral equation (33) with conditions (2) has a unique
solution on the segment [0; T).

Proof. We suppose that Picard iteration process for functional-integral equa-
tion (33) is given by

(| uo(t) = ¢i(t), t € [—ha; 0],
u(](t) = Y0, te [07 T]a
| uo(t) = palt), t € [T; T + hal,
[ unia(t) = @1(t), t € [—hy; 0],
Un+1(t) = St up), neN, tel0;T],
(L unt1(t) = 2(t), t € [T T + h.

First, let’s estimate the function H (¢, s) given by formula (34):
¢
| H(t, s) | < [| Ko(t, s) || exp {—9(t, 8)}+/ | Ko(t, 0) || Ko(0) exp {4 (t, 0)} df

<Kot ) |- Q(E, s), (35)

where

Q(t, 5) = exp {—(t, 5)} +2 / Ko(8) exp {—v(t, 0)} db.

It is obvious that the following estimate is true:

< : M Y =Ag <00, (36
luo(o) | < max {0 _gu [0)]5 e a(8)]p = B0 <oc. (30)

By virtue of conditions of theorem and Picard process, using estimates (35)
and (36), for the first approximation u;(t) we obtain the estimate

@< [1HE )] Jul)] ds
0

+ [luo@) | + 1 G (£, uo(t), uo [6 (¢, uo(t))]) [I] - exp {—2(t)}
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4 / Ko(s) exp {~9(t, 5)}
0
< [l o(t) — uo(s) | +2 | G (&, wo(t), uold (£, uo(t)))) |] ds

< Ag / | Ko(t, 8) |- Q (t, 8)ds + (Ao + M) - exp {~1(t)}

+/ || Ko(t, s) || -exp {—¢(t, s)} (Lo |t — s| +2Mp) ds

t

< Ao|| Kolt, 9) | / Q¢ s)ds + A1Q (£, 0), (37)
0

where

A1 = max {AO + Mo; || Ko(t, S) || . (L()T + 2M0)} .

By virtue of the conditions of theorem, similar to (37), for arbitrary difference
Un+1(t) — upn(t) of approximations we have

t
[t (£) — tn(t / (b, )11 - | un(s) — unor(s) || ds
0

+ [[un(®) = un1 () [| + L1(8) ([| un(t) — un—1(t)
Hllun [0 (8 un(8)] = un—1 [0 (8, un—1(0)]])] - exp {=1b(£)}

+2/K0(8) exp {=(t, 8)} [[| un(s) — un—1(s) [| + L1(s) (| un(s) — un-1(s) |
0

+ [ un [0 (55 un ()] = un-1 0 (s, un-1(s))] ] ds. (38)

To estimate the norm || uy, [0 (t, un(t))] — un—1 [0 (¢, un—1(¢))] || in (38) we use
condition (31) and third condition of the theorem. Then we have

[un [0 (8 un ()] = un—1 [6 (¢ una(D))]]]

< lun [0 (8 un(t))] = un—1 [0 (£, un(t))]]]
Hllun—1 [0 (¢, un ()] = un—1 [0 (¢, un—a(2))] ]
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<l un(®) = un—1() [[ + Lo |0 (¢, un(t)) =6 (¢, un—1(t))|
< lun(t) = un—1(8) [| + LoLa(t) | un(t) — un-1(t) |
= (14 LoLa(t)) || un(t) — up—1(t) || . (39)
Substituting (39) into (38), we obtain

ttpes (£) — tn(t / | Kot ) |- Q (¢, 5) - [[n(s) — un_1(s) | ds
0
1+ La(t) 2+ LoLa(t)] - [ tn(t) — n_1(8) | - exp {—(t))

+/ [ Ko(t, ) ||-exp {=¢(t, 8)} [1 4 La(s) (24 LoLa(s))]- [ un(s) — un-1(s) || ds.

Hence, it follows that

[ tnt1(t) —un(t) || < p- [lun(t) — uns() ], (40)

where
t

p = max ||| Ko(t, s) II/Q(L‘» s)ds + [1+ Li(t) (2+ LoL2())] Q (¢, 0)

0<t<T
0

When choosing the function Ky(t) we take into account that
W(t, s) = /KO(O) do > 1, tel0;T].

Hence, we obtain exp{—(t)} < 1. So, the functions H(¢,s) and Q(t,s) are
small. Then we can choose the functions L;(t), L2(t) such that

t

p=max || Ko(t, s) H/Q(t s)ds + [L+ Li(t) (2+ LoL2(t)] Q (¢, 0)| < 1.
0

According to the last condition of the theorem, we have p < 1. We consider
the solution of the integral equation (33) in the space of continuous functions
C' [0; T, satisfying condition (31). So, it follows from the estimate (40) that the
integral operator on the right-hand side of (33) with conditions (2) is compression
mapping. So, the estimates (36), (37) and (40) imply that the integral equation
(33) with conditions (2) has a unique solution on the segment [0; 7]. The theorem
is proved. «
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4. Conclusion

In this paper, we studied the problems of unique solvability and construction
of solutions of a nonlinear Fredholm functional-integral equation (1) of the first
kind with degenerate kernel and nonlinear deviation. This Fredholm functional-
integral equation is ill-posed. So, we use boundary conditions (2) to ensure the
uniqueness of the solution. In order to use the method of successive approxima-
tions we reduce the implicit functional equation (16) to the nonlinear Volterra
type functional-integral equation of the second kind. Here we used the regu-
larization method in combination with the method of degenerate kernel. So,
the specificity of this paper is that the Fredholm functional-integral equation is
replaced by the Volterra type functional-integral equation (33).

We conditionally called the nonlinear functional-integral equation (33) a
Volterra type nonlinear functional-integral equation of the second kind. As this
integral equation (33) is ill-posed, too, we studied it for the given conditions (2).
In addition, in the conditions (2) we suppose that u (¢t —0) = u(t + 0) at the
pointst =0and t =1T.

Let the conditions (11) and (14) be fulfilled. Then, instead of the Fredholm
functional-integral equation of the first kind (1) we studied the Volterra type
functional-integral equation of the second kind (33) with conditions (2). The
theorem of unique solvability of the problem (1), (2) was proved.
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