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Topological Systems and Esakia Space: a Category
Theoretic Study
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Abstract. This paper introduces a notion of intuitionistic topological system. Proper-
ties of the proposed system is studied in details. Categorical interrelationships among
Heyting algebra, Gödel algebra, Esakia space and proposed intuitionistic topological
systems have also been studied. A flavour of Kripke model is given.
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1. Introduction

Topological system was introduced by S. Vickers in his book “Topology via
Logic” [10] in 1989. A topological system is a triple (X, |=, A), consisting of a
non empty set X, a frame A and a binary relation between the set and the frame,
which matches the logic of finite observations or geometric logic. Topological
system is a mathematical object which unifies the concepts of topological space
and frame in one framework. Hence such a structure allows us to switch among
the concepts of frame, topological space and corresponding logic freely.

Concepts of a topological system and geometric logic or logic of finite obser-
vations have a deep connection. It is well known that the Lindenbaum algebra of
geometric logic is a frame, likewise the Lindenbaum algebra of classical logic is
Boolean algebra and that of intuitionistic logic is Heyting algebra, etc. One may
notice that any topological system is a model of geometric logic.

In [11], it may be noticed that “Logically, spatiality is the same as complete-
ness, but there is a difference of emphasis. Completeness refers to the ability
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of the logical reasoning (from rules and axioms) to generate all the equivalences
that are valid for the models: if not, then it is the logic that is considered incom-
plete. Spatiality refers to the existence of enough models to discriminate between
logically inequivalent formulae: if not, then the class of models is incomplete.”
In this respect we may recall that there exists adjunction between category of
topological systems and the category of topological spaces, which leads to the
concept that not every topological system comes from a topological space. To
elaborate the fact one may notice that every topological space can be considered
as a topological system because of the following fact: if (X, τ) is a topological
space, then (X,`, τ) is the corresponding topological system, where x ` T means
that x is an element of T (∈ τ). Hence not every topological system is spatial and
correspondingly we arrive at the conclusion (logical fact) that the corresponding
logic (i.e., geometric logic) is not complete. On the contrary, whenever we deal
with a logic which is complete, then we can expect categorical equivalence or
duality between categories of mathematical structures which are the models of
the logic.

Topological system is an important mathematical structure in its own right. It
is already mentioned earlier that this kind of structure reflects the corresponding
topological and algebraic structures simultaneously. In fact, it is closely con-
nected to the corresponding logic. On the other hand, topological system plays
important roles in computer science and (quantum) physics [10, 6].

It is well known that the category of Heyting algebras is dually equivalent to
the category of Esakia spaces. Consequently, both Heyting algebra and Esakia
space are models of intuitionistic logic. Our main goal in this paper is to introduce
a notion of I-topological system such that it will be able to unify the notions
of Heyting algebra, Esakia space and I-topological system in itself. The similar
study for Gödel algebra and related structures is also a focus point for the present
paper. It is quite expected that the proposed notions will have their impact in
the areas of computer science and physics.

This paper is organised as follows. Section 2 contains the required prelimi-
nary notions to make the paper self contained. Notion of I-topological system
is introduced and studied in details in Section 3. This section gives a cue to
connect the proposed system with Kripke model. A detailed categorical study of
the proposed systems with corresponding topological and algebraic structure is
also done in this section. Section 4 contributes some concluding remarks.

2. Preliminaries

In this section we include a brief outline of relevant notions to develop our
proposed mathematical structures and results. In [1, 7, 8, 10], one may find the
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details of the notions stated here.

Definition 1 (G-structured arrow and G-costructured arrow). Let G : A → B
be a functor, where A, B are two categories and let B be a B-object. Then the
concepts of G-structured arrow and G-costructured arrow are defined as follows:

1. A G-structured arrow with domain B is a pair (f,A) consisting of an
A-object A and a B-morphism f : B −→ GA.

2. A G-costructured arrow with codomain B is a pair (A, f) consisting
of an A-object A and a B-morphism f : GA −→ B.

Definition 2 (G-universal arrow and G-couniversal arrow). G-universal arrow
and G-couniversal arrow are defined as follows:

1. A G-structured arrow (g,A) with domain B is called G-universal for B
provided that for each G-structured arrow (g′, A′) with domain B, there
exists a unique A-morphism f̂ : A −→ A′ with g′ = G(f̂) ◦ g, i.e., s.t. the
triangle

B GA

GA′

g

g′
Gf̂

commutes.
We can also represent the above statement by the following diagram

B A

B GA

GA′

g

g′
Gf̂

A

A′

f̂

The diagram above indicates the fact that g : B −→ GA is the G-universal
arrow provided that for given g′ : B −→ GA′ there exists a unique A −
morphisim f̂ : A −→ A′ s.t. the triangle commutes.

2. A G-costructured arrow (A, g) with codomain B is called G-couniversal
for B provided that for each G-costructured arrow (A′, g′) with codomain
B, there exists a unique A-morphism f̂ : A′ −→ A with g′ = g ◦G(f̂). i.e.,
s.t. the triangle



Heyting Algebra and Gödel Algebra vs. Various Topological Systems and Esakia Space 121

GA B

GA′

g

Gf̂
g′

commutes.
We can also represent the above statement by the following diagram:

B A

GA B

GA′

g

Gf̂
g′

A

A′

f̂

The diagram above indicates the fact that g : GA −→ B is the G-couniversal
arrow provided that for given g′ : GA′ −→ B′ there exists a unique A −
morphism f̂ : A′ −→ A s.t. the triangle commutes.

Definition 3 (Left Adjoint and Right Adjoint). Left Adjoint and Right Adjoint
are defined as follows:

1. A functor G : A −→ B is said to be left adjoint provided that for every
B-object B, there exists a G-couniversal arrow with codomain B.
As a consequence, there exists a natural transformation η : idA −→ FG
(idA is the identity morphism from A to A), where F : B −→ A is a functor
s.t. for given f : A −→ FB there exists a unique B-morphism f̂ : GA −→ B
s.t. the triangle

A FGA

FB

ηA

f
F f̂

commutes.
This η is called the unit of the adjunction.
Hence, we have the diagram of unit as follows:
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A B

A FGA

FB

η

f
F f̂

GA

B

f̂

2. A functor G : A −→ B is said to be right adjoint provided that for every
B-object B, there exists a G-universal arrow with domain B.
From the definition above, it follows that there exists a natural transforma-
tion ξ : FG −→ idA (idA is the identity morphism from A to A), where
F : B −→ A is a functor s.t. for given f ′ : FB −→ A, there exists a unique
B-morphism f̂ : B −→ GA s.t the triangle

FGA A

FB

ξA

F f̂
f ′

commutes.
This ξ is called the co-unit of the adjunction.
Hence, we have the diagram of co-unit as follows:

A B

FGA A

FB

ξ

F f̂
f ′

GA

B

f̂

Definition 4 (Heyting algebra). An algebra (A,∨,∧,→,1,0) with three binary
and two nullary operations is said to be Heyting algebra if (A,∨,∧,1,0) is a
bounded distributive lattice and → is a binary operation which is adjoint to ∧.

Definition 5 (Gödel algebra). A Heyting algebra A satisfying the prelinearity
property viz. (a → b) ∨ (b → a) = 1, for any a, b ∈ A, is said to be a Gödel
algebra.
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Definition 6 (Heyting homomorphism). Let A, B be two Heyting algebras. A
map f : A −→ B is said to be Heyting homomorphism if the following condi-
tions hold:
(i) f(a1 ∧ a2) = f(a1) ∧ f(a2);
(ii) f(a1 ∨ a2) = f(a1) ∨ f(a2);
(iii) f(a1 → a2) = f(a1)→ f(a2);
(iv) f(0) = 0.

Note 1. The set of bounded distributive lattice homomorphisms from a Heyt-
ing algebra A to the Heyting algebra ({0, 1},∨,∧,→, 1, 0) will be denoted by
Hom(A, {0, 1}) in this paper.

Let us consider the example:

1

a

0

1

0

1

a

0

1

0

Figure 1:

We have two lattice homomorphisms

h1(1) = h1(a) = 1 , h1(0) = 0 and h2(1) = 1, h2(a) = h2(0) = 0, h2 ≤ h1.

Here h2 ≤ h1 iff h2(a) ≤ h1(a) for any a ∈ A. h2 is not Heyting homomorphism.
h1 is the only Heyting homomorphism which is maximal. But there exist two
prime filters in the Heyting algebra (and in the lattice as well):

F1 = {1, a} and F2 = {1}, F2 ⊆ F1.

It is well known that there exists Priestley duality between bounded distributive
lattices and Priestley spaces (X,R) [5, 9]. Priestley space is a Heyting space (or
Esakia space) [2] if and only if

(∗)R−1(U) is open for every open set U.

So in the construction of Heyting space (or Esakia space) we use Priestley space
with the condition (∗).

Notice, the restricted Priestley duality for Heyting algebras states that a
bounded distributive lattice A is a Heyting algebra if and only if the Priestley dual
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of A is a Heyting space and a {0, 1}-lattice homomorphism h between Heyting
algebras preserves the implication → if and only if the Priestley dual of h is a
Heyting morphism.

Definition 7 (HA). Heyting algebras together with Heyting homomorphisms
form a category, which is well known as a category of Heyting algebras and de-
noted by HA.

Definition 8 (GA). Gödel algebras together with corresponding Heyting homo-
morphisms form a category, which is well known as a category of Gödel algebras
and denoted by GA.

Definition 9 (Esakia Space). An ordered topological space (X,≤, τ) is called an
Esakia space if

� (X, τ) is compact;

� for any x, y ∈ X with x � y there exists a clopen up-set U ⊆ X with x ∈ U ,
y /∈ U ;

� for any clopen set U , the down-set ↓ U is also clopen.

Note that an ordered topological space (X,≤, τ) together with the first two
conditions of Definition 9 is known as Priestley space.

Definition 10 (Esakia morphism). Let (X,≤, τ) and (Y,≤, τ ′) be Esakia spaces.
Then a map f : X −→ Y is called an Esakia morphism if f is a continuous
bounded morphism (p-morphism), i.e., if for each x ∈ X and y ∈ Y , f(x) ≤ y,
then there exists z ∈ X such that x ≤ z and f(z) = y.

Definition 11. Esakia spaces together with Esakia morphisms form a category
of Esakia spaces and denoted by ESA.

Theorem 1. [7] HA is dually equivalent with ESA.

3. Categories: I Top, I TopSys, HA and their interrelationships

Suppose that we have the algebras A and B, and two homomorphisms h1, h2
from A to B. Then we can define the ordering R on the set of all homomorphisms
from A to B:

h1Rh2 iff h1(a) ≤ h2(a) for all a ∈ A.

So, (Hom(A,{0,1}),R) is a poset, whereA is a Heyting algebra andHom(A, {0, 1})
is the set of all bounded distributive lattice homomorphisms from A to
({0, 1},∨,∧,→, 1, 0).
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Definition 12 (I-topological system). An I-topological system is a triple
(X, |=, A) consisting of a nonempty set X, a Heyting algebra A and a relation |=
from X to A such that

1. x |= 0 for no x ∈ X;

2. x |= a ∧ b iff x |= a and x |= b;

3. x |= a ∨ b iff x |= a or x |= b;

4. x |= a → b iff for all y ∈ X such that p∗(x)Rp∗(y), y 6|= a or y |= b, where
p∗ : X → Hom(A, {0, 1}) such that p∗(x)(a) = 1 iff x |= a.

From Definition 12 it is easy to deduce that

x |= ¬a iff for all y ∈ X such that p∗(x)Rp∗(y), y 6|= a.

Now, let us show that x 6|= a ∨ ¬a, for some x ∈ X. Let X = {x, y} and
A = ({0, a, 1},∨,∧,→, 1, 0), where 0 ≤ a ≤ 1. Then we have two bounded
distributive lattice homomorphisms p′(x)(= h2) and p′(y)(= h1) (h1 and h2 are
represented in Figure 1) and p′(x) ≤ p′(y). Let us consider

x |= a iff p′(x)(a) = 1.

Then clearly y |= a and x 6|= a. So it can be derived that x 6|= ¬a. Hence
y |= a ∨ ¬a but x 6|= a ∨ ¬a. Consequently, we may conclude that for this choice
of x ∈ X, x 6|= a ∨ ¬a.

Proposition 1. x |= 1 for any x ∈ X.

Proof. x |= 1 iff x |= a → a for all y ∈ X such that p∗(x)Rp∗(y), y 6|= a or
y |= a. As for any x ∈ X and a ∈ A either x |= a or x 6|= a holds, x |= 1 for any
x ∈ X. J

Definition 13 (Heyting algebraic I-topological system). An I-topological system
(X, |=, A) is said to be Heyting algebraic if the map p∗ : X −→ Hom(A, {0, 1})
defined by, p∗(x)(a) = 1 iff x |= a for x ∈ X and a ∈ A, is a bijective mapping.

Definition 14. An I-topological system (X, |=, A) is said to be T0 iff (if x1 6= x2,
then there exists some a ∈ A such that x1 |= a but x2 6|= a).

Proposition 2. Any Heyting algebraic I-topological system is T0.
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Proof. For Heyting algebraic I-topological system (X, |=, A), the map p∗ :
X −→ Hom(A, {0, 1}) is bijective and consequently injective. Hence if x1 6=
x2, then p∗(x1) 6= p∗(x2) and hence there exists a ∈ A such that p∗(x1)(a) 6=
p∗(x2)(a). So as per the definition of p∗ it is clear that the system is T0. J

Definition 15 (Gödel algebraic I-topological system). A Gödel algebraic I-
topological system is a triple (X, |=, A) consisting of a non empty set X, a
Gödel algebra A and a binary relation |= from X to A such that

1. x |= 0 for no x ∈ X;

2. x |= a ∧ b iff x |= a and x |= b;

3. x |= a ∨ b iff x |= a or x |= b;

4. x |= a → b iff for all y ∈ X such that p∗(x)Rp∗(y), y 6|= a or y |= b, where
p∗ : X → Hom(A, {0, 1}) such that p∗(x)(a) = 1 iff x |= a;

5. the map p∗ : X −→ Hom(A, {0, 1}) defined by p∗(x)(a) = 1 iff x |= a for
x ∈ X and a ∈ A, is a bijective mapping.

3.1. Kripke model for intuitionistic logic and I-topological system

In this subsection we will deal with the connection of the notion of I-topological
system with Kripke model for intuitionistic logic [4].

Definition 16. A Kripke frame F is a pair (W,R) consisting of a nonempty set
of worlds (or points) W , and a partial order relation R on W (R ⊆W ×W ).

Definition 17. A Kripke model M is a pair (F , v) consisting of a Kripke frame
F and a valuation map v : W ×V→ {0, 1}, where V is the set of propositional
variables such that:

1. for all w ∈ W and for all propositional variables p ∈ V, if v(w, p) = 1 and
wRu, then v(u, p) = 1;

2. v(w,⊥) = 0 for all w ∈W .

Definition 18. Let M be a Kripke model for intuitionistic logic and w be a world
in the frame F . By induction on the construction of a formula a we define a
relation (M , w) 
 a, which is read as “a is true at w in M ”:

� M , w 
 p iff v(w, p) = 1;

� M , w 
 a ∧ b iff M , w 
 a and M , w 
 b;
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� M , w 
 a ∨ b iff M , w 
 a or M , w 
 b;

� M , w 
 ¬a iff ∀u ≥ w, M , u 6
 a;

� M , w 
 a→ b iff ∀wRu, if M , u 
 a thenM , u 
 b;

� M , w 6
 ⊥.

Let (X, |=, A) be an I-topological system. Consider the relation R on X such
that

xRy iff p∗(x)Rp∗(y), where p∗(x)(a) = 1 iff x |= a.

It may be noticed that (X,R) is a partially ordered set. Hence (X,R) is a Kripke
frame.

Moreover, if we consider v : X × A → {0, 1} such that v(x, a) = 1 iff x |= a,
then the following holds:

1. For all x ∈ X and for all a ∈ A let us assume that v(x, a) = 1 and xRy.
Then we have x |= a and p∗(x)Rp∗(y), i.e. p∗(x)(a) ≤ p∗(y)(a). As x |= a,
p∗(x)(a) = 1 = p∗(y)(a). Hence y |= a. Therefore for all x ∈ X and for all
a ∈ A, v(x, a) = 1 and xRy implies v(y, a) = 1.

2. We know v(x,0) = 1 iff x |= 0. But x |= 0 for no x ∈ X. Hence for all
x ∈ X, v(x,0) = 0.

Consequently, (X,R, v) is a Kripke model.
Now let us define x 
 a iff x |= a. Then,

� x 
 a iff x |= a iff v(x, a) = 1;

� x 
 a ∧ b iff x |= a ∧ b iff x |= a and x |= b iff x 
 a and x 
 b;

� x 
 a ∨ b iff x |= a ∨ b iff x |= a or x |= b iff x 
 a or x 
 b;

� Let x 
 a→ b. Then,

x 
 a→ b iff x |= a→ b

iff for all y ∈ X such that p∗(x)Rp∗(y), y 6|= a or y |= b

iff for all y ∈ X and p∗(x)Rp∗(y), y 6
 a or y 
 b

iff for all y ∈ X and xRy, if y 
 a, then y 
 b;

� As x |= 0 for no x ∈ X, x 6
 0.

Summarizing all above mentioned, we can deduce the following Theorem.

Theorem 2. Let (X, |=, A) be an I-topological system. Then (X,R, v), defined
as above, is an intuitionistic Kripke model.
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3.2. Categories

Definition 19 (I−TopSys). The category I−TopSys is defined as follows.

� The objects are I-topological systems (X, |=, A), (Y, |=, B) etc. (c.f. Defini-
tion 12).

� The morphisms are pair of maps satisfying the following continuity proper-
ties: If (f1, f2) : (X, |=, A) −→ (Y, |=′, B), then
(i) f1 : X −→ Y is a set map;
(ii) f2 : B −→ A is a Heyting homomorphism;
(iii) x |= f2(b) iff f1(x) |=′ b.

� The identity on (X, |=, A) is the pair (idX , idA), where idX is the identity
map on X and idA is the identity Heyting homomorphism. It can be proved
that this is an I−TopSys morphism.

� If (f1, f2) : (X, |=, A) −→ (Y, |=′, B) and (g1, g2) : (Y, |=′, B) −→ (Z, |=′′, C)
are morphisms in I−TopSys, then their composition (g1, g2) ◦ (f1, f2) =
(g1 ◦ f1, f2 ◦ g2) is the pair of composition of functions between two sets and
composition of Heyting homomorphisms between two Heyting algebras. It
can be verified that (g1, g2) ◦ (f1, f2) is a morphism in I−TopSys.

Definition 20 (HI−TopSys). Heyting algebraic I-topological systems (c.f. Def-
inition 13) together with corresponding I−TopSys morphisms form a category
and called HI−TopSys.

Definition 21 (GI−TopSys). Gödel algebraic I-topological systems (c.f. Def-
inition 15) together with corresponding I−TopSys morphisms form a category
and called GI−TopSys.

3.3. Functors

Let us construct suitable functors among the above mentioned categories as
follows to establish their interrelationship.

Definition 22. H is a functor from HI−TopSys to HAop defined as follows:
H acts on an object (X, |=, A) as H((X, |=, A)) = A and on a morphism (f1, f2)
as H((f1, f2)) = f2.

It is easy to verify that H is indeed a functor.

Definition 23. G is a functor from GI−TopSys to GAop defined as follows:
G acts on an object (X, |=, A) as G ((X, |=, A)) = A and on a morphism (f1, f2)
as G ((f1, f2)) = f2.
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It is easy to verify that G is indeed a functor.

Lemma 1. (Hom(A, {0, 1}), |=∗, A), where A is a Heyting algebra and v |=∗ a
iff v(a) = 1, is an I-topological system.

Proof. Let us proceed in the following way.
(i) v |=∗ 0 iff v(0) = 1, but as v is a bounded distributive lattice homomor-

phism, so v(0) = 0. Hence v |=∗ 0 for no v ∈ Hom(A, {0, 1}).
(ii) v |=∗ a ∧ b iff v(a ∧ b) = 1 iff v(a) ∧ v(b) = 1 iff v(a) = 1 and v(b) = 1 iff

v |=∗ a and v |=∗ b.
(iii) v |=∗ a ∨ b iff v(a ∨ b) = 1 iff v(a) ∨ v(b) = 1 iff v(a) = 1 or v(b) = 1 iff

v |=∗ a or v |=∗ b.
(iv) Let us assume that v |=∗ a → b. We have v |=∗ a → b iff v(a → b) = 1.

Now for any v′ ∈ Hom(A, {0, 1}) such that v ≤ v′, we have v′(a → b) = 1. So
v′(a)→ v′(b) = 1. Hence v′(a) = 0 or v′(b) = 1. Consequently, v′ 6|=∗ a or v′ |=∗ b
for any v′ ∈ Hom(A, {0, 1}) such that vRv′.

Let for all v′ ∈ Hom(A, {0, 1}) such that vRv′, v′ 6|=∗ a or v′ |=∗ b, i.e.,
v′(a) = 0 or v′(b) = 1. In particular we have v(a) = 0 or v(b) = 1. We need
to show that v(a → b) = 1 i.e., v |=∗ a → b. For any Heyting algebra A and
a, b ∈ A it is known that b ≤ a→ b and so v(b) ≤ v(a→ b). Hence for v(b) = 1,
v(a → b) = 1. Now when v(b) = 0, if possible let us assume that v(a → b) = 0.
Now v−1(0) is an ideal, so v(a → b) = 0 and v(b) = 0 implies v(a) = 0. In this
case v(a) → v(b) = 1, but it is possible to choose w ∈ Hom(A, {0, 1}) such that
w(a) = 1 and w(b) = 0. For this choice of w it is clear that vRw, but w |=∗ a and
w 6|=∗ b, which contradicts our assumption. Hence v(a→ b) = 1 for this case.

Hence we can conclude that v |=∗ a → b iff for all v′ ∈ Hom(A, {0, 1}) such
that vRv′, v′ 6|=∗ a or v′ |=∗ b. J

Corollary 1. (Hom(A, {0, 1}), |=∗, A), where A is a Gödel algebra and v |=∗ a
iff v(a) = 1, is an I-topological system.

Lemma 2. For any Heyting algebra A, (Hom(A, {0, 1}), |=∗, A) have the follow-
ing properties.
(i) if for any a, b ∈ A, v |=∗ a iff v |=∗ b for any v ∈ Hom(A, {0, 1}), then a = b.
(ii) if v1 6= v2, then there exists a ∈ A such that v1 |=∗ a but v2 6|=∗ a.
(iii) p∗ : Hom(A, {0, 1}) −→ Hom(A, {0, 1}) defined by p∗(v)(a) = 1 iff v |=∗ a
is a bijection.

Proof. (i) Let for any a, b ∈ A and v ∈ Hom(A, {0, 1}), v |=∗ a iff v |=∗ b. So,
v(a) = 1 iff v(b) = 1 for any v ∈ Hom(A, {0, 1}). Hence a = b can be concluded.
Properties (ii) and (iii) can be verified by routine checking. J
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Corollary 2. For any Gödel algebra A, (Hom(A, {0, 1}), |=∗, A) have the follow-
ing properties.
(i) if for any a, b ∈ A, v |=∗ a iff v |=∗ b for any v ∈ Hom(A, {0, 1}), then a = b.
(ii) if v1 6= v2, then there exists a ∈ A such that v1 |=∗ a but v2 6|=∗ a.

Lemma 3. If f : B −→ A is a Heyting homomorphism, then ( ◦ f, f) :
(Hom(A, {0, 1}), |=∗, A) −→ (Hom(B, {0, 1}), |=∗, B) is continuous.

Proof. We have v |=∗ f(b) iff v(f(b)) = 1 iff v ◦ f(b) = 1 iff ( ◦ f(v))(b) = 1
iff ◦ f(v) |=∗ b. J

Definition 24. S is a functor from HAop to I−TopSys defined as follows. S
acts on an object A as S(A) = (Hom(A, {0, 1}), |=∗, A) and on a morphism f
as S(f) = ( ◦ f, f) ( from Lemma 1 and Lemma 3 it follows that it is indeed a
functor).

Proposition 3. S is a functor from HAop to HI−TopSys.

Proof. Proposition 3 follows from Lemma 1, Lemma 2 and Lemma 3. J

Definition 25. S is a functor from GAop to GI−TopSys defined as follows.
S acts on an object A as S (A) = (Hom(A, {0, 1}), |=∗, A) and on a morphism
f as S (f) = ( ◦ f, f) (from Corollary 1, Corollary 2 and Lemma 3 it follows
that it is indeed a functor).

Theorem 3. HI−TopSys is dually equivalent to HA.

Proof. First we will prove that H is the left adjoint to the functor S by
presenting the unit of the adjunction.

Recall that S(A) = (Hom(A, {0, 1}), |=∗, A), where v |=∗ a iff v(a) = 1 and
H((X, |=, A)) = A.

Hence S(H((X, |=, A))) = (Hom(A, {0, 1}), |=∗, A).

HI−TopSys HAop

(X, |=, A) S(H((X, |=, A)))

S(B)

η

f(≡ (f1, f2))
Sf̂

H((X, |=, A))

B

f̂(≡ f2)

Then unit is defined by η = (p∗, idA).

i.e. (X, |=, A) S(H((X, |=, A))),
η

(p∗, idA)
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where
p∗ : X −→ Hom(A, {0, 1}),

x 7−→ px : A −→ {0, 1} such that px(a) = 1 iff x |= a.
If possible, let px(0) = 1. Then we have x |= 0, which is a contradiction

as x |= 0 for no x ∈ X. Hence px(0) = 0. Also we have px(a1 ∧ a2) = 1 iff
x |= a1 ∧ a2 iff x |= a1 and x |= a2 iff px(a1) = 1 and px(a2) = 1 iff px(a1) ∧
px(a2) = 1. Similarly it can be shown that px(a1 ∨ a2) = px(a1) ∨ px(a2) and
px(a1 → a2) = px(a1) → px(a2). Hence for each x ∈ X, px : A −→ {0, 1} is a
Heyting homomorphism.

It may be observed that x |= idA(a) iff x |= a iff px(a) = 1 iff (p∗(x))(a) = 1
iff p∗(x) |=∗ a. Consequently we can conclude that (p∗, idA) : (X, |=, A) −→
S(H((X, |=, A))) is a continuous map of Heyting algebraic I-topological system.

Let us define f̂ as follows: (f1, f2) : (X, |=, A) −→ (Hom(B, {0, 1}), |=∗, B)
Then f̂ = f2. Recall that S(f̂) = ( ◦ f2, f2).

It suffices to show that the triangle on the left commutes, i.e., (f1, f2) = S(f̂)◦
η. Now, S(f̂)◦η = ( ◦f2, f2)◦(p∗, idA) = (( ◦f2)◦p∗, idA◦f2) = (( ◦f2)◦p∗, f2).
For any x ∈ X, f1(x) = ( ◦f2)◦p∗(x) = ( ◦f2)◦px = px◦f2. Consequently, for all
b ∈ B, f1(x)(b) = 1 iff f1(x) |=∗ b iff x |= f2(b) iff px(f2(b)) = 1 iff (px ◦f2)(b) = 1
iff (( ◦ f2) ◦ px)(b) = 1 iff (( ◦ f2) ◦ p∗)(x)(b) = 1. Therefore f1 = ( ◦ f2) ◦ p∗.
Hence η(≡ (p∗, idA)) : (X, |=, A) −→ S(H((X, |=, A))) is the unit, consequently
H is the left adjoint to the functor S.

Diagram of the co-unit of the above adjunction is as follows.

HAop HI−TopSys

H(S(A)) A

H((Y, |=, B))

ξ(≡ idA)

f
Hf̂

S(A)

(Y, |=, B)

f̂(≡ ◦ f)

From the construction it can be easily seen that ξ and η are natural isomorphisms
and hence the theorem holds. J

Corollary 3. There exist adjoint functors between HAop and I−TopSys.

Theorem 4. There exist adjoint functors between ESA and HAop.

Proof. Follows from Theorem 1. J

Theorem 5. There exist adjoint functors between ESA and I−TopSys.
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Proof. Follows from Corollary 3 and Theorem 4. J

Theorem 6. Category HI−TopSys is equivalent to ESA.

Proof. Follows from Theorem 3 and Theorem 1. J

Theorem 7. GI−TopSys is dually equivalent to GA.

Proof. First we will prove that G is the left adjoint to the functor S by
presenting the unit of the adjunction.

Recall that S (A) = (Hom(A, {0, 1}), |=∗, A), where v |=∗ a iff v(a) = 1 and
G ((X, |=, A)) = A.

Hence S (G ((X, |=, A))) = (Hom(A, {0, 1}), |=∗, A).

GI−TopSys GAop

(X, |=, A) S (G ((X, |=, A)))

S (B)

η

f(≡ (f1, f2))
S f̂

G ((X, |=, A))

B

f̂(≡ f2)

Then unit is defined by η = (p∗, idA).

i.e. (X, |=, A) S (G ((X, |=, A)))
η

(p∗, idA)

where
p∗ : X −→ Hom(A, {0, 1}),

x 7−→ px : A −→ {0, 1} such that px(a) = 1 iff x |= a.

If possible, let px(0) = 1. Then we have x |= 0, which is a contradiction
as x |= 0 for no x ∈ X. Hence px(0) = 0. Also we have px(a1 ∧ a2) = 1 iff
x |= a1 ∧ a2 iff x |= a1 and x |= a2 iff px(a1) = 1 and px(a2) = 1 iff px(a1) ∧
px(a2) = 1. Similarly it can be shown that px(a1 ∨ a2) = px(a1) ∨ px(a2) and
px(a1 → a2) = px(a1) → px(a2). Hence for each x ∈ X, px : A −→ {0, 1} is a
Heyting homomorphism.

It may be observed that x |= idA(a) iff x |= a iff px(a) = 1 iff (p∗(x))(a) = 1
iff p∗(x) |=∗ a. Consequently we can conclude that (p∗, idA) : (X, |=, A) −→
S (G ((X, |=, A))) is a continuous map of Gödel algebraic I-topological system.

Let us define f̂ as follows: (f1, f2) : (X, |=, A) −→ (Hom(B, {0, 1}), |=∗, B).
Then f̂ = f2. Recall that S (f̂) = ( ◦ f2, f2).

It suffices to show that the triangle on the left commutes, i.e., (f1, f2) = S (f̂)◦
η. Now, S (f̂)◦η = ( ◦f2, f2)◦(p∗, idA) = (( ◦f2)◦p∗, idA◦f2) = (( ◦f2)◦p∗, f2).
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For any x ∈ X, f1(x) = ( ◦f2)◦p∗(x) = ( ◦f2)◦px = px◦f2. Consequently, for all
b ∈ B, f1(x)(b) = 1 iff f1(x) |=∗ b iff x |= f2(b) iff px(f2(b)) = 1 iff (px ◦f2)(b) = 1
iff (( ◦ f2) ◦ px)(b) = 1 iff (( ◦ f2) ◦ p∗)(x)(b) = 1. Therefore f1 = ( ◦ f2) ◦ p∗.
Hence η(≡ (p∗, idA)) : (X, |=, A) −→ S (G ((X, |=, A))) is the unit, consequently
G is the left adjoint to the functor S .

Diagram of the co-unit of the above adjunction is as follows.

GAop GI−TopSys

G (S (A)) A

G ((Y, |=, B))

ξ(≡ idA)

f
G f̂

S (A)

(Y, |=, B)

f̂(≡ ◦ f)

From the construction it can be easily seen that ξ and η are natural isomorphisms
and hence the theorem holds. J

Theorem 8. [3] GA is dually equivalent with category of Esakia spaces whose
order structure is a forest and Esakia morphisms (FESA).

From Theorem 7 and Theorem 8 we get the validity of the following theorem.

Theorem 9. GI−TopSys is equivalent to FESA.

We can summarize our results by the following diagram.

GI−TopSys

FESA GAop

HI−TopSys

ESA HAop
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4. Conclusion

This paper suggests a new approach (new view) of representation of Heyting
algebra as I-topological system. Moreover, relationship between the I-topological
system and Esakia space and its particular case Gödel space is shown. Connection
of Kripke model with proposed system is also shown. It is expected that the
proposed notion will play vital roles in the field of computer science and physics.
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