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Solving Two Initial-Boundary Value Problems
Including Fractional Partial Differential Equations
By Spectral and Contour Integral Methods

M. Jahanshahi, N. Aliyev∗, F. Jahanshahi

Abstract. Initial-boundary value problems including fractional partial differential equa-
tions are the mathematical models of physical problems and natural phenomena. In this
paper, at first we consider a fractional partial differential equation which has no mixed
term derivative with respect to spatial and time variable. We first consider the spectral
problem, then its eigenvalues and eigenfunctions are calculated. After that the eigen-
values and eigenfunctions of the adjoint problem are calculated. By using these eigen-
functions and Mittag-Leffler functions the approximate solution is constructed. In second
section, we consider differential equation which has a mixed term derivative. In this case,
by using Laplace transformation, the analytic solution and approximate solution are cal-
culated as integral expression over suitable closed contours by contour integral method.
At the end, some examples are presented for several cases of different distributions of
eigenvalues in complex plane.

Key Words and Phrases: initial-boundary value problem, fractional partial differen-
tial equation, spectral problem, contour integral, closed contour.
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1. Introduction

Initial-boundary value problems have been considered in more classical cases:
Fourier (separation of variables) and Fourier-Birkhoff methods are applied to ob-
tain their spectral problems in classical cases [1, 2, 3]. When the given PDEs
(partial differential equations) have mixed term derivatives with respect to time
variable and spatial variables, the above-mentioned methods are not applicable.
Because of mixed term derivative, we can not separate the given partial differ-
ential equation and given boundary conditions with respect to time variable and
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spatial variables [4]. In addition, there are many important differential equa-
tions with mixed term derivative and they appear in engineering and physical
problems as well. In nonlinear case of these equations, we can mention to the
Camassa-Holm equation of the form

ut − uxxt + 2kux + 3uux = 2uxuxx + uuxxx,

and the Degasperis-Procesi equation given by

ut − uxxt + 2kux + (b+ 1)uux = buxuxx + uuxxx.

Both of these equations are third order PDEs with mixed term derivatives [5].
These and many other equations have been considered more often and have been
solved by numerical methods such as methods of Adomian decomposition in [6,
7] and G′

G in [8, 9, 10]. Also in the linear case, there are important linear PDEs
having mixed terms like this:

∂3u(x, t)

∂x3
+ a

∂2u(x, t)

∂x2
+ b

∂2u(x, t)

∂x∂t
+ c

∂u

∂t
= 0.

Because of mixed term derivative for linear case, we can not solve them via
above-mentioned classical methods either. Furthermore, in linear case, it is not
possible to use the Laplace transformation method when the eigenvalues of the
spectral problem are distributed in the whole of complex plane or in the case
of the spectral problem which has no eigenvalue. In this cases, we should use
contour integral method.

This paper involves three parts. In first part, the given PDE has no mixed
term derivative and in second part, the given PDE has a mixed term derivative.
Third part presents some suitable examples.

2. Fractional equation without mixed term derivative

2.1. Main problem and its spectral problem

We consider the following fractional equation with initial and boundary con-
ditions:

∂αu

∂tα
= a

∂2u

∂x2
+ b

∂u

∂x
+ cu, x ∈ (0, 1), t > 0, 0 < α < 1, (1)

u(0, t) = u(1, t) = 0, t > 0, (2)
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u(x, 0) = ϕ(x), x ∈ [0, 1], (3)

where u(x, t) is an unknown function and ϕ(x) is a known continuous function.
We consider

u(x, t) = y(x)T (t),

and substituting this into the equation (1), we have:

yTα(t) = aTy′′ + bTy′ + cTy.

Then the following spectral problem is obtained:

ay′′ + by′ + (c− λ2)y = 0, x ∈ (0, 1), (4)

y(0) = 0, y(1) = 0. (5)

Furthermore, the fractional equation with respect to t is:

Tα − λ2T = 0, t > 0. (6)

We will compute the solutions of fractional equation with respect to t by using
Mittag-Leffler functions.

Remark 1. Without lost of generality, the spectral problem of (4)-(5) can be
considered in the following form:

y′′(x) + 2ay′(x)− λ2y(x) = 0, x ∈ (0, 1), y(0) = 0, y(1) = 0. (7)

Then the characteristic equation of the equation (7) is

θ2 + 2aθ − λ2 = 0 =⇒ ∆ = 4a2 + 4λ2,

θ1 = −a−
√
a2 + λ2, θ2 = −a+

√
a2 + λ2.

and the general solution of the equation (7) is as follows:

y(x) = c1e
(−a−

√
a2+λ2)x + c2e

(−a+
√
a2+λ2)x, (8)

where c1, c2 are arbitrary constants.

Imposing boundary conditions (5) on the solution (8) yields the following
algebraic system: {

c1 + c2 = 0,

c1e
−a−

√
a2+λ2 + c2e

−a+
√
a2+λ2 = 0.
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To obtain non-trivial solutions, coefficent determinant should be zero:∣∣∣∣ 1 1

e−a−
√
a2+λ2 e−a+

√
a2+λ2

∣∣∣∣ = e−a+
√
a2+λ2 − e−a−

√
a2+λ2 = 0,

therefore, the eigenvalues of spectral problem will be in the following form:

e2
√
a2+λ2 = e2kπi , a2 + λ2 = −k2π2 ⇒ λ2

k = −(a2 + k2π2) = (a2 + k2π2)i2,

λk = ±
√

(a2 + k2π2)i , k ∈ Z, (9)

and the related eigenfunctions are as follows:

yk(x) = Ak[e
−(a+
√
a2+λ2k)x − e−(a−

√
a2+λ2k)x]

= Ake
−ax[e−kπix − ekπix] = −2iAke

−ax sin kπx,

yk(x) = e−ax sin kπx , k ∈ N. (10)

Eigenfunctions (10) are not orthogonal. In this case, the eigenfunctions can not
form a complete basis system and we should use the eigenfunctions of related
adjoint problem.

2.2. Adjoint problem and its eigenvalues and eigenfunctions

For adjoint problem, we have:

Z ′′ − 2aZ ′ − ρ2Z = 0, x ∈ (0, 1), (11)

Z(0) = 0 , Z(1) = 0, (12)

and the characteristic equation of adjoint equation (11) is as follows:

µ2 − 2aµ− ρ2 = 0 ⇒ µ = a±
√
a2 + ρ2.

The general solution of the equation (11) is as follows:

Z(x, ρ) = c3e
ax−
√
a2+ρ2x + c4e

ax+
√
a2+ρ2x. (13)
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Imposing boundary conditions (12) on the solution (13) yields the following al-
gebraic system: {

c3 + c4 = 0,

c3e
a−
√
a2+ρ2 + c4e

a+
√
a2+ρ2 = 0,∣∣∣∣∣ 1 1

ea−
√
a2+ρ2 ea+

√
a2+ρ2

∣∣∣∣∣ = ea+
√
a2+ρ2 − ea−

√
a2+ρ2 = 0,

where c3, c4 are arbitrary constants.
The eigenvalues of adjoint problem are computed here:

e2
√
a2+ρ2 = e2kπi , a2 + ρ2

k = −k2π2 ⇒ ρ2
k = −(a2 + k2π2) = (a2 + k2π2)i2,

ρk = ±
√

(a2 + k2π2)i , k ∈ Z, (14)

and the eigenfunctions of adjoint problem are as follows:

Zk(x, ρ) = Bk[e
ax−
√
a2+ραkx − eax+

√
a2+ραkx]

= Bke
ax[e−kπix − ekπix] = −2iBke

ax sin kπx, k ∈ N. (15)

Note that the eigenfunctions of main problem are not equal to the eigenfunc-
tions of adjoint problem. We will show that the eigenfunctions of (7) and the
eigenfunctions of (11) are biorthogonal, that is:

〈ym(x, λm), Zn(x, ρn)〉 =

∫ 1

0
e−ax sinmx.eax sinnxdx =

{
0 m 6= n,
1 m = n.

Then the approximate solution of problem (1)-(3) is constructed as follows:

u(x, t) =

∞∑
k=1

Tk(t)yk(x, λk) =

∞∑
k=1

Tkhα(t, λk)yk(x, λk), (16)

where hα(t, λk) are Mittag-Leffler function and we compute Tk by imposing
initial condition

ϕ(x) = u(x, 0) =
∞∑
k=1

Tkhα(0, λk)yk(x, λk),

〈ϕ,Zm(x, ρm)〉 =

∫ 1

0
ϕ(x)Zm(x, ρm)dx
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=

∞∑
k=1

Tkhα(0, λk)

∫ 1

0
yk(x, λk)Zm(x, ρm)dx. (17)

Because of the following relation:∫ 1

0
yk(x, λk)Zm(x, ρm)dx =

{
0 m 6= k,
1 m = k,

and (15), the coefficients Tm are computed as follows:

Tm =
〈ϕ,Zm(x, ρm)〉
hα(0, λm)

.

Remark 2. The modified form of Mittag-Leffler function is as follows:

hp(t) =

∞∑
k=1

tkp−1

(kp− 1)!
=

tp−1

(p− 1)!
+

t2p−1

(2p− 1)!
+

t3p−1

(3p− 1)!
+ ... . (18)

We assume that this function is invariant with respect to the fractional derivative
of order p , that is: D(np)hp(t) = hp(t).

For solving the fractional equation with respect to t, we use the general form
of Mittag-Leffler function:

T (t) = hp(t, r) =

∞∑
k=1

rktkp−1

(kp− 1)!
, (19)

T (n)(t) = D(n)hp(t, r) = rnhp(t, r). (20)

Remark 3. By using Mittag-Leffler function, we solve the fractional equations

amT
m
n (t) + am−1T

m−1
n (t) + ...+ a1T

1
n (t) + a0T = 0. (21)

The related characteristics equation is:

amr
m + am−1r

m−1 + ...+ a1r + a0 = 0. (22)

Then the general solution of the fractional equation is as follows:

T (t) = c1hp(t, r1) + c2hp(t, r2) + ...+ cmhp(t, rm), (23)

where p = 1
n is the order of fractional derivative [12].
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Example 1. Consider the following initial-boundary value fractional problem:

∂αu

∂tα
= a

∂3u

∂x3
+ b

∂2u

∂x2
+ c

∂u

∂x
+ du, x ∈ (0, 1), t > 0, 0 < α < 1. (24)

Suppose a = b = 0, c = d = 1. Then we have:

∂αu

∂tα
=
∂u

∂x
+ u. (25)

Let the approximate solution of (25) be as follows:

u(x, t) =

4∑
k=1

Ak(x)
tkα−1

(kα− 1)!
= A1(x)

tα−1

(α− 1)!
+A2(x)

t2α−1

(2α− 1)!

+A3(x)
t3α−1

(3α− 1)!
+A4(x)

t4α−1

(4α− 1)!
. (26)

Now, we compute Dαu(x, t), ∂u(x,t)
∂x as follows:

Dαu(x, t) = A2(x)
tα−1

(α− 1)!
+A3(x)

t2α−1

(2α− 1)!
+A4(x)

t3α−1

(3α− 1)!
, (27)

∂u(x, t)

∂x
= A′1(x)

tα−1

(α− 1)!
+A′2(x)

t2α−1

(2α− 1)!
+A′3(x)

t3α−1

(3α− 1)!

+A′4(x)
t4α−1

(4α− 1)!
. (28)

By substituting the relations (26),(27),(28) in (25), we have:

A2(x)
tα−1

(α− 1)!
+A3(x)

t2α−1

(α− 1)!
+A4(x)

t3α−1

(3α− 1)!

= A′1(x)
tα−1

(α− 1)!
+A′2(x)

t2α−1

(2α− 1)!
+A′3(x)

t3α−1

(3α− 1)!
+A′4(x)

t4α−1

(4α− 1)!

+A1(x)
tα−1

(α− 1)!
+A2(x)

t2α−1

(2α− 1)!
+A3(x)

t3α−1

(3α− 1)!
+A4(x)

t4α−1

(4α− 1)!
, (29)

From (29), we obtain:

A2(x) = A′1(x) +A1(x), A3(x) = A′2(x) +A2(x),

A4(x) = A′3(x) +A3(x), A′4(x) +A4(x) = 0.

Consequently, we get

A1(x) =
x3

3!
e−x , A2(x) =

x2

2!
e−x , A3(x) =

x

1!
e−x , A4(x) = e−x. (30)
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3. Fractional equation with mixed term derivative

3.1. Main problem and its spectral problem

In this section, we consider the fractional PDE with mixed term derivative

D2
xu(x, t) + aDxD

α
t u(x, t) + bDxu(x, t) + cDα

t u(x, t) + du(x, t) = 0,

x ∈ (0, 1) , t > 0 , 0 < α < 1, (31)

with boundary and initial conditions

u(0, t) = 0 , u(1, t) = 0, t > 0, (32)

u(x, 0) = ϕ(x), x ∈ [0, 1]. (33)

Since we can not apply the separation of variables method, the spectral problem
is obtained by Laplace transformation method.

û′′(x, λ) + aDx[λαû(x, λ)− u(x, 0)] + bû′(x, λ)+

+c[λαû(x, λ)− u(x, 0)] + dû(x, λ) = 0,

û′′(x, λ) + (aλα + b)û′(x, λ) + (cλα + d)û(x, λ) = aϕ′(x) + cϕ(x), x ∈ (0, 1),
(34)

û(0, λ) = û(1, λ) = 0. (35)

We suppose
y(x, λ) = û(x, λ) , f(x) = aϕ′(x) + cϕ(x).

Then the spectral problem is as follows:

y′′(x, λ) + (aλα + b)y′(x, λ) + (cλα + d)y(x) = f(x), x ∈ (0, 1), (36)

y(0) = y(1) = 0. (37)

The homogeneous type of equation (36) is

y′′ + (aλα + b)y′ + (cλα + d)y = 0, (38)

and its characteristic equation is

θ2+(aλα+b)θ+(cλα+d) = 0 , θ(λα) =
−(aλα + b)±

√
(aλα + b)2 − 4(cλα + d)

2
.
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Let us suppose λα = ρ. Then we have:

θ(λα) = θ(ρ) =
−(aρ+ b)±

√
(aρ+ b)2 − 4(cρ+ d)

2
,

θ1(ρ) =
−(aρ+ b)−

√
(aρ+ b)2 − 4(cρ+ d)

2
,

θ2(ρ) =
−(aρ+ b) +

√
(aρ+ b)2 − 4(cρ+ d)

2
,

y(x, λ) = c1e
θ1(ρ)x + c2e

θ2(ρ)x. (39)

3.2. The asymptotic expansion of roots of characteristic equation
and eigenvalues

Now, we compute the asymptotic expansion of above mentioned roots [13]:

θ1(ρ) = −aρ+ b

2
−
√

(
aρ+ b

2
)2 − (cρ+ d)

= −aρ+ b

2
−
√

1

4
a2ρ2 + (

1

2
ab− c)ρ+ (

1

4
b2 − d).

The square part has the following asymptotic expansion:√
(
a

2
)2ρ2 + (

ab

2
− c)ρ+ (

b2

4
− d) =

a

2
ρ+A0 +

A−1

ρ
+
A−2

ρ2
+ ...,

(
a

2
)2ρ2+(

ab

2
−c)ρ+(

b2

4
−d) ≡ (

a

2
)2ρ2+aA0ρ+(A2

0+aA−1)+(2A0A−1+aA−2)
1

ρ
+....

By equalizing the coefficients of powers of ρ , we have:

A0 =
b

2
− c

a
, A−1 =

bc

a2
− c2

a3
− d

a
.

By assuming 2A0A−1 + aA−2 = 0, we have:

A−2 = − b
a

(
bc

a2
− c2

a3
− d

a
) +

2c

a2
(
bc

a2
− c2

a3
− d

a
).

Therefore, the asymptotic expansion of θ1(ρ) will be in the following form:

θ1(ρ) = −aρ+ b

2
− [

aρ

2
+ (

b

2
− c

a
) +

bc
a2
− c2

a3
− d

a

ρ
+
A−2

ρ2
+ ...]
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= −aρ− (b− c

a
)−

bc
a2
− c2

a3
− d

a

ρ
− A−2

ρ2
.

Similarly, the asymptotic expansion of θ2(ρ) is:

θ2(ρ) = −aρ+ b

2
+ [

aρ

2
+ (

b

2
− c

a
) +

bc
a2
− c2

a3
− d

a

ρ
+
A−2

ρ2
+ ...]

= − c
a
−

bc
a2
− c2

a3
− d

a

ρ
− A−2

ρ2
.

We see that the asymptotic expansion of θ1(ρ) includes the terms with ρ and its
negative powers, while the asymptotic expansion of θ2(ρ) includes the term of
constant value and negative powers of ρ . Therefore, from the point of view of
convergence, we focus only on θ1(ρ) .

θ1(λα) = −aλα − ab− c
a
− abc− c2 − da2

a3λα
− A−2

λ2α
+ ... ,

θ2(λα) = − c
a

+
abc− c2 − da2

a3λα
+
A−2

λ2α
+ ... , (40)

consequently, the solutions of spectral problem are

y1(x, λα) = e−aλ
αx[e−

ab−c
a

x], y2(x, λα) = [e−
c
a
x]. (41)

Now, we compute the solution of non-homogeneous part of spectral problem by
Lagrange method, that is:

y(x) = c1e
θ1(ρ)x + c2e

θ2(ρ)x. (42)

We suppose the particular solution has the following form:

y(x) = c1(x)eθ1(ρ)x + c2(x)eθ2(ρ)x. (43)

By substituting values y, y′, y′′ in (36), we have the following algebraic system for
unknowns c1(x) and c2(x):{

c′1(x)eθ1x + c′2(x)eθ2x = 0,
c′1(x)θ1e

θ1x + c′2θ2e
θ2x = aϕ′(x) + cϕ(x),

W (x) =

∣∣∣∣ eθ1x eθ2x

θ1e
θ1x θ2e

θ2x

∣∣∣∣ = (θ2 − θ1)e(θ1+θ2)x,
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c′1(x) = − 1

W (x)
(aϕ′(x) + cϕ(x))eθ2x = −(aϕ′(x) + cϕ(x))e−θ1x

θ2 − θ1
,

c′2(x) =
1

W (x)
(aϕ′(x) + cϕ(x))eθ1x =

(aϕ′(x) + cϕ(x))e−θ2x

θ2 − θ1
,

c1(x) = c1 −
∫ x

x1

(aϕ′(ξ) + cϕ(ξ))e−θ1ξ

θ2 − θ1
dξ,

c2(x) = c2 +

∫ x

x2

(aϕ′(ξ) + cϕ(ξ))e−θ2ξ

θ2 − θ1
dξ.

If we suppose x1 = x2 = 0 , then we have:

y(x) = c1e
θ1x + c2e

θ2x −
∫ x

0

(aϕ′(ξ) + cϕ(ξ))eθ1(x−ξ)

θ2 − θ1
dξ

+

∫ x

0

(aϕ′(ξ) + cϕ(ξ))eθ2(x−ξ)

θ2 − θ1
dξ,

y(x) = c1e
θ1x + c2e

θ2x +

∫ x

0

aϕ′(ξ) + cϕ(ξ)

θ2 − θ1
[eθ2(x−ξ) − eθ1(x−ξ)]dξ. (44)

Considering boundary conditions (37) of spectral problem in (44) yeilds{
c1 + c2 = 0,

c1e
θ1 + c2e

θ2 +
∫ 1

0
aϕ′(ξ)+cϕ(ξ)

θ2−θ1 [eθ2(1−ξ) − eθ1(1−ξ)]dξ = 0,

c1 =
1

eθ2 − eθ1

∫ 1

0

aϕ′(ξ) + cϕ(ξ)

θ2 − θ1
[eθ2(1−ξ) − eθ1(1−ξ)]dξ , c2 = −c1,

y(x) =
eθ1x

eθ2 − eθ1

∫ 1

0

aϕ′(ξ) + cϕ(ξ)

θ2 − θ1
[eθ2(1−ξ) − eθ1(1−ξ)]dξ

− eθ2x

eθ2 − eθ1

∫ 1

0

aϕ′(ξ) + cϕ(ξ)

θ2 − θ1
[eθ2(1−ξ) − eθ1(1−ξ)]dξ

+

∫ x

0

aϕ′(ξ) + cϕ(ξ)

θ2 − θ1
[eθ2(x−ξ) − eθ1(x−ξ)]dξ. (45)
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From the relation (45), we have:

g(x, ξ) =


eθ2(x−ξ)−eθ1(x−ξ)

θ2−θ1 , x > ξ,

0, x < ξ,

⇒ g(x, ξ) =
eθ2(x−ξ) − eθ1(x−ξ)

θ2 − θ1
Θ(x− ξ),

Θ(x− ξ) =


1 , x > ξ,

0 , x < ξ,

where Θ(x−ξ) is the Heaviside function and g(x, ξ, λα) is a fundamental solution
of the equation (38),[2].
Consequently, we have:

y(x, λ) = c1e
θ1x + c2e

θ2x +

∫ 1

0
g(x, ξ, λα)f(ξ)dξ. (46)

For computing the eigenvalues, by considering boundary conditions (37) in (46),
we obtain: 

c1 + c2 = −
∫ 1

0 g(0, ξ, λα)f(ξ)dξ,

c1e
θ1 + c2e

θ2 = −
∫ 1

0 g(1, ξ, λα)f(ξ)dξ,

∆(λα) =

∣∣∣∣ 1 1
eθ1 eθ2

∣∣∣∣ = eθ2 − eθ1 = [e−
c
a ]− e−aλα [e−

ab−c
a ] = 0.

Therefore, we have:

e−aλ
α

= eb−
2c
a , − aλαk = b− 2c

a
+ 2kπi ⇒ λαk = − b

a
+

2c

a2
− 2kπi

a
, k ∈ Z.

(47)

Now, we compute the related eigenfunctions. For this, we consider:

c2 = −c1 −
∫ 1

0
g(0, ξ, λα)f(ξ)dξ.

Therefore

yk(x, λ
α
k ) = c1[eθ1(λαk )x − eθ2(λαk )x]− eθ2(λαk )x

∫ 1

0
g(0, ξ, λαk )f(ξ)dξ

+

∫ 1

0
g(x, ξ, λαk )f(ξ)dξ , k ∈ Z.
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4. The analytic and approximate solutions of main problem

According to the distribution of eigenvalues (47) in complex plane

λαk = − b
a

+
2c

a2
± 2kπi

a
.

In the following theorem, we consider different cases for the approximate solution
of the initial-boundary value problem (31)-(33) and its spectral problem (36)-(37).

Theorem 1. Let the following conditions hold for initial-boundary value problem
(31)-(33):

ϕ ∈ C2(0, 1), ϕ(0) = ϕ′(0) = 0, a ≥ 0, b, c, d ∈ R.

Then the initial-boundary value problem (31)-(33) has a unique analytic solution
in the form of (48) and its approximate solution is in the form of (49).

Proof. As the locations of eigenvalues in the complex plane may be different,
we give the proof of this theorem for different cases:

A) If the eigenvalues lie in left-hand side of Laplace line L = (c−i∞, c+i∞) in
complex plane, where c > 0, then we have two cases:

A.1: If the eigenvalues are distributed according to Figure 1, then by choosing
a suitable closed contour which includes finite eigenvalues in left-hand side of
Laplace line, we compute the solution by using residual theory in complex analysis
[11,14,15].

If the closed contours Γν = [aν , bν ]∪cν according to Figure 1, then the analytic
solution will be as follows:

u(x, t) =

∫
L
eλty(x, λ)dλ = lim

ν→∞

∫
Γν

eλty(x, λ)dλ =

∞∑
k=0

eλkty(x, λk)dλ, (48)

where [aν , bν ] ⊂ (c− i∞, c+ i∞) , ν ∈ N.
And the approximate solution is computed using contour integral method by

choosing series (48).

u(x, t) ∼=
N∑
k=0

eλkty(x, λk)dλ. (49)
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Figure 1. The eigenvalues lie in left-hand side of Laplace line

Remark 4. If the real part of λα is zero, that is:

2c

a2
− b

a
= 0 =⇒ λαk = ±2kπi

a
,

then the eigenvalues are on imaginary axis (according to Figure 2), and we can
write the analytic solution and related approximate solution by choosing a closed
contour integral as (48) and (49), respectively.

Figure 2. The eigenvalues lie on imaginary axis

A.2: If the eigenvalues are distributed in left-hand side of Laplace line and the
contour Mν (Figure 3), the contour Mν is chosen such that there is no eigenvalue
between this contour and Laplace line. In this case, we can compute the solution
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over contour Mν and the approximate solution can be calculated by Laplace
transformation method [14,16,17].

As Bν is a closed contour, by the Cauchy integral theorem we have:∫
Bν

eλty(x, λ)dλ = 0. (50)

Consider the following closed contours Bνi :

Bν1 = Lν1 ∪ Cν1 ∪Dν1 ∪Mν1 ,

Bν2 = Lν2 ∪ Cν2 ∪Dν2 ∪Mν2 ,

...

Bνi = Lνi ∪ Cνi ∪Dνi ∪Mνi .

According to the relation (50), we have:

0 =

∫
Bνi

eλty(x, λ)dλ =

∫
Lνi

eλty(x, λ)dλ+

∫
Cνi

eλty(x, λ)dλ

+

∫
Dνi

eλty(x, λ)dλ+

∫
Mνi

eλty(x, λ)dλ.

Note that the curves Cνiand Dνi have opposite directions:∫
Cνi

eλty(x, λ)dλ = −
∫
Dνi

eλty(x, λ)dλ,

therefore, ∫
Lνi

eλty(x, λ)dλ = −
∫
−Mνi

eλty(x, λ)dλ =

∫
Mνi

eλty(x, λ)dλ

=⇒
∫
Lν

eλty(x, λ)dλ =

∫
Mν

eλty(x, λ)dλ, (51)

u(x, t) =

∫ c+i∞

c−i∞
eλty(x, λ)dλ = lim

νi→∞

∫
Lνi

eλty(x, λ)dλ

∼=
∫
Lν

eλty(x, λ)dλ =

∫
Mν

eλty(x, λ)dλ. (52)

This completes the proof. J



46 M. Jahanshahi, N. Aliyev, F. Jahanshahi

Figure 3. The eigenvalues lie in the left-hand side of curve Mν

B) If the eigenvalues lie in right-hand side of Laplace line, then the initial-
boundary value problem has no solution. Because the series solution (48) is not
convergent for positive and infinite values of real parts of eigenvalues.

Example 2. As we saw in (47):

λαk = − b
a

+
2c

a2 ±
2kπi

a
,

λαk ∼
2kπi

a
=⇒ λk ∼

α

√
2kπi

a
=

α

√
2π

a
(ki)

1
α . (53)

Due to (53), we can consider two cases.

If α = 1
2(2n+1) , then the eigenvalues lie on the negative part of real axes and

the approximate solution is computed in the form of (A.2).

If α = 1
4(2n) , then the eigenvalues lie on the positive part of real axes. If they

lie in left-hand side of Laplace line, the approximate solution is computed in the
form of (A.1) and if they lie in right-hand side of Laplace line, the problem has
no solution (case B).
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