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Inverse Problem of Spectral Analysis for Diffusion
Operator with Nonseparated Boundary Conditions
and Spectral Parameter in Boundary Condition

Ch.G. Ibadzadeh, L.I. Mammadova, I.M. Nabiev∗

Abstract. This work deals with an inverse problem for a diffusion operator with non-
separated boundary conditions, one of which contains a spectral parameter. Uniqueness
theorem is proved, solution algorithm is constructed and sufficient conditions for solv-
ability of inverse problem are obtained. As spectral data, we use the spectra of two
boundary value problems and some sequence of signs.
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1. Introduction. Inverse problem statement

Inverse problems of spectral analysis, which require the recovery of operators
from some of their given spectral data, are of great interest as they are very
often used in mathematics and various branches of natural science and technical
science. Many authors have considered this kind of problems for differential and
difference operators. For main results in the theory of inverse problems and their
applications we refer the readers to [1-8].

The process of solving inverse spectral problem usually consists of three major
steps:

1) finding out which spectral data uniquely determine the operator and prov-
ing the corresponding uniqueness theorems;

2) constructing solution method and recovery algorithm for the operator using
the chosen spectral data;

3) finding solvability conditions for the inverse problem.
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As main spectral data, one uses, in particular, one, two or more spectra,
spectral functions, normalizing numbers, Weyl function, scattering data. The
statements of inverse problems of spectral analysis differ depending on the choice
of spectral data.

Consider the boundary value problem generated on the interval [0, π] by dif-
ferential diffusion equation

y′′ +
[
λ2 − 2λp (x)− q (x)

]
y = 0 (1)

and general boundary conditions

a11y (0) + a12y
′ (0) + a13y (π) + a14y

′ (π) = 0,
a21y (0) + a22y

′ (0) + a23y (π) + a24y
′ (π) = 0,

(2)

where λ is a spectral parameter, p (x) ∈ W 1
2 [0, π] , q (x) ∈ L2 [0, π] are real

functions, ajm are arbitrary complex numbers, m = 1, 4, and j takes on values 1
and 2 here and throughout this paper. By Wn

2 [0, π] we denote a Sobolev space
of complex-valued functions on [0, π], whose derivatives up to n− 1 th order are
absolutely continuous and the n-th derivative is square summable on [0, π].

Inverse spectral problems for Sturm-Liouville equation (p (x) ≡ 0) and for dif-
fusion equation with separated boundary conditions (a13 = a14 = a21 = a22 = 0)
have been fully solved in [9-13]. For a12 = a14 = a21 = a23 = 0, a11 = a22 = 1,
a13 = a24 = −1 the boundary conditions (2) become periodic, for a12 = a14 =
a21 = a23 = 0, a11 = a13 = a22 = a24 = 1 they become antiperiodic, and for
a12 = a14 = a21 = a23 = 0, a11 = 1, |a13| = 1, a13 6= ±1, a22 = ā13, a24 = 1
they become quasi-periodic boundary conditions. Inverse problems correspond-
ing to these cases have been considered in [13-19]. Recovery matters for boundary
value problems with other types of nonseparated boundary conditions have been
studied in detail in [20-29]. In those works, the unknown coefficients of differential
equation and the parameters of boundary conditions are recovered either from
the spectra of two or three boundary value problems with different separated or
nonseparated boundary conditions, or from two spectra and two or three eigenval-
ues, or from the spectra of two similar or non-similar boundary value problems,
some sequence of signs and some number (the boundary value problems are said
to be similar if their characteristic functions differ by a constant).

Many problems of the theory of oscillations in mathematical physics lead to
the inverse problems of spectral analysis for differential operators with a spectral
parameter in the equation and in the boundary conditions. In case of separated
boundary conditions, some of these problems have been fully solved in [30-37],
where the properties of spectral data have been studied, uniqueness theorems
have been proved, solution algorithms have been constructed, and necessary and
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sufficient conditions for the solvability of inverse problems have been obtained.
Inverse problems for the operators with nonseparated boundary conditions con-
taining a spectral parameter in polynomial form have been studied in [38-42].
Note that the latter works provide uniqueness theorems and solution algorithms,
but the solvability conditions for the corresponding inverse problems have not
been obtained there.

Denote by P (αj) the boundary value problem generated on [0, π] by the
diffusion equation (1) and the boundary conditions of the form

y′ (0) + (αjλ+ β) y (0) + ωy (π) = 0 ,
y′ (π) + γ y (π)− ωy (0) = 0 ,

(3)

where αj 6= 0, β, γ, ω 6= 0 are real numbers. It is easy to see that the charac-
teristic function of P (αj) (α1 6= α2) is

δj (λ) = 2ω − η (π, λ) + ω2s (π, λ) + (αjλ+ β)σ (π, λ) , (4)

where η (π, λ) = c′ (π, λ) + γ c (π, λ) , σ (π, λ) = s′ (π, λ) + γ s (π, λ) , c(x, λ),
s(x, λ) is a fundamental system of solutions of the equation (1), defined by
the initial conditions c(0, λ)=s′(0, λ) = 1, c′(0, λ) = s(0, λ) = 0. The zeros

γ
(j)
k (k = ±0, ±1, ±2, ...) of this function are the eigenvalues of the problem
P (αj).

Let θk (k = ±1, ±2, ...) (the zeros of the function σ (π, λ)) be the eigenvalues
of the boundary value problem generated by the equation (1) and the boundary
conditions

y (0) = y′ (π) + γ y (π) = 0. (5)

Denote σk = sign [1− |ω s (π, θk)|] . The inverse problem is stated as follows.

Inverse problem A. Given the spectral data
{
γ
(1)
k

}
,
{
γ
(2)
k

}
, {σk} of bound-

ary value problems, construct the coefficients p (x) , q (x) of the equation (1) and
the parameters αj , β, γ, ω of the boundary conditions (3).

In this work, we prove the uniqueness theorem, construct solution algorithm
and obtain sufficient conditions for the solvability of inverse problem A, i.e. we
go through all the steps 1), 2), 3) of treating inverse problems. Note that the
similar results for Sturm-Liouville operator have been obtained in [42, 43].

2. Uniqueness theorem

Theorem 1. Boundary value problems P (α1) and P (α2) are uniquely recover-
able if their spectra and the sequence of signs {σk} are known.
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Proof. It is known [27, 44] that the following asymptotic formulas are true for
the eigenvalues of the boundary value problems P (αj) and (1), (5) as |k| → ∞:

γ
(j)
k = k + aj +

(−1)k+1 bjω −Bj
kπ

+
τ
(j)
k

k
, (6)

θk = k − 1

2
sign k + a+

Qπ + γ

kπ
+
ξk
k
, (7)

where

aj = a− 1

π
arctgαj , (8)

Bj =
β + αj p (0)

1 + α2
j

− γ − πQ, (9)

a =
1

π

∫ π

0
p (x) dx, Q =

1

2π

∫ π

0

[
q (x) + p2 (x)

]
dx,

bj =
2√

1 + α2
j

,
{
τ
(j)
k

}
, {ξk} ∈ l2.

Using the formulas [13, 27]

c (π, λ) = cosπ (λ− a)−c1
cosπ (λ− a)

λ
+πQ

sinπ (λ− a)

λ
+

1

λ

∫ π

−π
ψ1 (t) eiλtdt,

c′ (π, λ) = −λ sinπ (λ− a)+c0 sinπ (λ− a)+πQ cosπ (λ− a)+

∫ π

−π
ψ2 (t) eiλtdt,

s (π, λ) =
sinπ (λ− a)

λ
+c0

sinπ (λ− a)

λ2
−πQcosπ (λ− a)

λ2
+

1

λ2

∫ π

−π
ψ3 (t) eiλtdt,

s′ (π, λ) = cosπ (λ− a)+c1
cosπ (λ− a)

λ
+πQ

sinπ (λ− a)

λ
+

1

λ

∫ π

−π
ψ4 (t) eiλtdt,

where c0 = 1
2 [p (0) + p (π)] , c1 = 1

2 [p (0)− p (π)] , ψm (t) ∈ L2 [−π, π] , m =
1, 2, 3, 4, we obtain from (4) the following representation for the function δj (λ):

δj (λ) = 2ω+λ (sinπ (λ− a) + αj cosπ (λ− a))+(αjπQ+ αjγ − c0) sinπ (λ− a) +

+ (β + αjc1 − πQ− γ) cosπ (λ− a) + f (λ) , (10)

where f (λ) =
∫ π
−π f̃ (t) eiλtdt, f̃ (t) ∈ L2 [−π, π]. Using the given sequence{

γ
(j)
k

}
, the function δj (λ) (as an entire function of exponential type) can be
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recovered in the form of infinite product. By representation (10) and Lemma
1.4.3 of [1], we have

lim
k→∞

δj (2k)

2k
= αj cosπa− sinπa, lim

k→∞

δj (2k − 1)

2k − 1
= sinπa− αj cosπa,

lim
k→∞

δj
(
2k + 1

2

)
2k + 1

2

= cosπa+ αj sinπa, lim
k→∞

δj
(
2k + 1

2

)
2k + 1

2

= − cosπa− αj sinπa.

Hence

lim
k→∞

δ1 (2k) + δ2 (2k − 1)

2k
= (α1 − α2) cosπa,

lim
k→∞

δ1
(
2k + 1

2

)
+ δ2

(
2k − 1

2

)
2k

= (α1 − α2) sinπa,

and, consequently

tgπa = lim
k→∞

δ1
(
2k + 1

2

)
+ δ2

(
2k − 1

2

)
δ1 (2k) + δ2 (2k − 1)

. (11)

Using (6), (8) and (11), we successively calculate

aj = lim
k→∞

(
γ
(j)
k − k

)
,

tgπaj = tg (πa− arctgαj) =
tgπa− αj
1 + αjtgπa

,

αj =
tgπa− tgπaj

1 + tgπa · tgπaj
(12)

ω =
π
√

1 + α2
j

2
lim
k→∞

k
(
γ
(j)
2k+1 − γ

(j)
2k − 1

)
. (13)

It follows that the parameters αj and ω of boundary conditions (3) are uniquely

recovered from the spectra
{
γ
(1)
k

}
and

{
γ
(2)
k

}
of boundary value problems P (α1)

and P (α2) by means of the formulas (12) and (13).
Construct the function

σ (π, λ) =
δ1 (λ)− δ2 (λ)

(α1 − α2)λ
. (14)

From here, we find the zeros θk, k = ±1,±2, ... of the function σ (π, λ) for which

the asymptotic formula (7) holds as |k| → ∞. Knowing γ
(j)
k and θk, we can also

recover the parameter β, because, by virtue of (6), (7) and (9)

β =
α1d2 − α2d1
α1 − α2

, (15)
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where

dj = β + αjp (0) =
(
1 + α2

j

)
lim
k→∞

[
bjω − 2kπ

(
γ
(j)
2k+1 − θ2k+1 +

1

π
arctgαj −

1

2

)]
.

Using (4), let’s recover the function

h+ (λ) = βσ (π, λ)− η (π, λ) + ω2s (π, λ) (16)

by the formula

h+ (λ) =
α2δ1 (λ)− α1δ2 (λ)

α2 − α1
− 2ω. (17)

Consider the function

h− (λ) = βσ (π, λ)− η (π, λ)− ω2s (π, λ) . (18)

From (16), (18), considering the identity

c (π, λ)σ (π, λ)− s (π, λ) η (π, λ) = 1, (19)

it is easy to obtain h2− (θk)− h2+ (θk) = −4ω2, and therefore

h− (θk) = signh− (θk)
√
h2+ (θk)− 4ω2.

Taking into account (16), (18) and the intermittency of zeros of the functions
s (π, λ) and σ (π, λ), we have

sign h− (θk) = sign
[
−η (π, θk)− ω2s (π, θk)

]
=

= sign

[
1

s (π, θk)
− ω2s (π, θk)

]
= sign

1− [ωs (π, θk)]
2

s (π, θk)
= (−1)k+1 σk.

Consequently

h− (θk) = (−1)k+1 σk

√
h2+ (θk)− 4ω2. (20)

Let

g (λ) = h+ (λ)− h− (λ)− 2ω2 sin (λ− a)π

λ
. (21)

Using the relations (7), (16) and (18), Lemma 3.2 of [16] and Theorem 28 of [45],
it is easy to conclude that the function g (λ) is uniquely defined by the spectrum
{θk} of the boundary value problem (1), (5) and the sequences {σk} , {h+ (θk)}
via the formula

g (λ) = σ (π, λ)
∞∑

k = −∞
k 6= 0

g (θk)

(λ− θk) σ̇ (π, θk)
, (22)
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where g (θk) = h+ (θk) − (−1)k+1 σk

√
h2+ (θk)− 4ω2 − 2ω2 sin(θk−a)π

θk
, and the

point over function means a differentiation in λ.

Define the characteristic function s (π, λ) of the boundary value problem gen-
erated by the equation (1) and Dirichlet boundary conditions

y (0) = y (π) = 0 (23)

as follows:

s (π, λ) =
1

2ω2
[h+ (λ)− h− (λ)] , (24)

where the function h− (λ) is given by (21). The zeros λk, k = ±1, ±2, ... of the
function (24) are the eigenvalues of the boundary value problem (1), (23). They
satisfy the asymptotic formula

λk = k + a+
Q

k
+
ηk
k
, {ηk} ∈ l2. (25)

From this formula and (7) it follows that

γ = π lim
k→∞

k

(
θk − λk +

1

2

)
. (26)

Finally, using σ (π, λ), s (λ, π) and γ, we recover the characteristic function of
the problem generated by the equation (1) and the boundary conditions

y (0) = y′ (π) = 0 (27)

via the following formula:

s′ (λ, π) = σ (π, λ)− γ s (λ, π) . (28)

It is known [13] that the coefficients of the equation (1) are defined uniquely by
using the zeros of this function and the sequence {λk}.

Thus, the boundary value problems P (α1) and P (α2) are fully recovered

from the given sequences
{
γ
(1)
k

}
,
{
γ
(2)
k

}
and {σk}. J

3. Recovery algorithms for boundary value problems

As mentioned above, the coefficients of the equation (1) are uniquely defined
by the spectra of the boundary value problems (1), (23) and (1), (27). Based on
the methods of [13], these coefficients can be recovered by the following algorithm.
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Algorithm 1. Let the two sequences of real numbers {λk} and {νk} (k = ±1, ±2, ...)
(the spectra of boundary value problems (1), (23) and (1), (27), respectively) be
given.

1) Using the given sequences {λk} and {νk}, construct the functions

s (λ) = π
∞∏

k = −∞
k 6= 0

λk − λ
k

, s1 (λ) =

∞∏
k = −∞
k 6= 0

νk − λ
k − 1

2sign k
.

2) Set
ϕ (λ) = eiλπ [s1 (λ)− iλs (λ)]

and construct the function

S (λ) =
ϕ (λ)

ϕ (λ)
(−∞ < λ <∞) .

Note that S (λ) is a scattering function of some boundary value problem

y′′ +
[
λ2 − 2λp (x)− q (x)

]
y = 0 (0 ≤ x ≤ ∞) , y (0) = 0 ,

where the real functions q (x) and p (x) possess the following properties:

q (x) = p (x) = 0 for x > π , q (x) ∈ L2 [0, π] , p (x) ∈W 1
2 [0, π] .

3) Define the function F (x) by the formula

F (x) =
1

2π

∫ ∞
−∞

[
e−2iπa − S (λ)

]
eiλ xdx,

where a = lim
k→∞

(λk − k).

4) Solve the integral equations

F (x+ y) +K0 (x, y) +

∫ ∞
x

K0 (x, t)F (y + t) dt = 0 ,

iF (x+ y) +K1 (x, y) +

∫ ∞
x

K1 (x, t)F (y + t) dt = 0 (x ≤ y <∞)

with respect to K0 (x, y) ∈ L1 (x,∞) , K1 (x, y) ∈ L1 (x,∞), where x ∈ [0,∞) is
considered as a parameter.

5) Define the function α (x) as a solution of nonlinear Volterra type equation

α (x) =

∫ ∞
x

V (t, α (t)) dt = 0 (0 ≤ x <∞) ,
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where

V (t, z) = [ ReK0 (t, t)− ImK1 (t, t)] sin 2z+2 [ ReK1 (t, t)] sin2 z−2 [ ImK0 (t, t)] cos2 z.

6) Calculate p (x) and q (x) by the formulas

p (x) = −α′ (x) ,

q (x) = −p2 (x)− 2
d

dx
{[ReK (x, x)] cosα (x) + [ImK (x, x)] sinα (x)} ,

where

K (x, y) = K0 (x, y) cosα (x) +K1 (x, y) sinα (x) .

Based on the proof of Theorem 1, let’s state the solution algorithm for the
inverse problem A.

Algorithm 2. Let the sequences
{
γ
(1)
k

}
,
{
γ
(2)
k

}
, {σk} (the spectral data of

boundary value problems P (α1) and P (α2)) be given.

1) Using the sequence
{
γ
(j)
k

}
, construct the function δj (λ) in the form of

infinite product.

2) Calculate tgπa by the formula (11) and define the parameters αj and ω of
boundary conditions (3) by (12) and (13).

3) Construct the function σ (π, λ) using (14) and find the zeros θk of this
function.

4) Find the parameter β from the formula (15).

5) Recover the function h+ (λ) = βσ (π, λ)− η (π, λ) +ω2s (π, λ) using (17).

6) Find the values of the function h− (λ) = βσ (π, λ) − η (π, λ) − ω2s (π, λ)
at the points θk using (20).

7) Using σ (π, λ) and h+ (θk), recover the function g (λ) (see (21)) by the
interpolation formula (22).

8) Knowing g (λ), define h− (λ) from (21).

9) Define the characteristic function s (π, λ) of boundary value problem (1),
(23) by the formula (24).

10) Using asymptotic formulas (7) and (25), find the parameter γ from (26).

11) Using σ (π, λ), s (λ, π) and γ, recover the characteristic function s′ (λ, π)
of the problem (1), (27) by the formula (28).

12) Using the sequences {λk} and {νk} of zeros of the functions s (π, λ) and
s′ (λ, π), respectively, construct the coefficients p (x), q (x) of the equation (1)
following Algorithm 1.
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4. Sufficient conditions for solvability of inverse problem A

Theorem 2. In order for the sequences of real numbers
{
γ
(1)
k

}
,
{
γ
(2)
k

}
(k = ±0,±1,±2, ...) and {σk} (σk = −1, 0, 1 ; k = ±1, ±2, ...) to be spectral data
of the boundary value problems of the form P (α1) and P (α2) (α1 < α2), it is suf-
ficient that the following conditions hold:

1) the asymptotic formula γ
(j)
k = k+a+aj+

(−1)k+1Aj−Bj

kπ +
τ
(j)
k
k is true, where

Aj = 2ω cosπaj , ω, a, aj , Bj are real numbers, a < 0, 0 < aj <
1
2 , a1 > a2,

ω 6= 0,
∑∞

k=−∞

(
τ
(j)
k

)2
<∞;

2) the numbers γ
(1)
k and γ

(2)
k satisfy the inequalities

0 < γ
(2)
+0 ≤ γ

(1)
+0 ≤ γ

(2)
1 ≤ γ(1)1 < γ

(2)
2 ≤ γ(1)2 ≤ γ(2)3 ≤ γ(1)3 < ... ,

0 > γ
(2)
−0 ≥ γ

(1)
−0 ≥ γ

(2)
−1 ≥ γ

(1)
−1 > γ

(2)
−2 ≥ γ

(1)
−2 ≥ γ

(2)
−3 ≥ γ

(1)
−3 > ...

(29)

when ω < 0, and the inequalities

0 < γ
(2)
+0 < γ

(1)
+0 < γ

(2)
1 ≤ γ(1)1 ≤ γ(2)2 ≤ γ(1)2 < γ

(2)
3 ≤ γ(1)3 ≤ ... ,

0 > γ
(2)
−0 > γ

(1)
−0 > γ

(2)
−1 ≥ γ

(1)
−1 ≥ γ

(2)
−2 ≥ γ

(1)
−2 > γ

(2)
−3 ≥ γ

(1)
−3 ≥ ...

(30)

when ω > 0, with γ
(3−j)
k−1 < γ

(3−j)
k < γ

(3−j)
k+1 for γ

(j)
k = γ

(j)
k+1;

3) the inequality bk
def
= |δj (θk)− 2ω| − 2 |ω| ≥ 0 is true, where

δj (λ) =
π
(
γ
(j)
−0 − λ

) (
γ
(j)
+0 − λ

)
cosπ aj

∞∏
k = −∞
k 6= 0

γ
(j)
k − λ
k

(31)

and θk’s are the zeros of the function δ1 (λ)− δ2 (λ);
4) σk is equal to 0 if bk = 0, and to 1 or -1 if bk > 0; besides, there exists

N > 0 such that σk = 1 for all |k| ≥ N .

Proof. Denote αj = −tgπaj . Then it follows from the inequalities a1 > a2
and 0 < aj <

1
2 that α1 < α2 < 0. By Lemma 1.3 of [27], for δj (λ) (see (31)) we

have the representation

δj (λ) =
1

cosπaj
[Aj + (λ− a) sinπ (λ− a− aj) +Bj cosπ (λ− a− aj) +
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+Mj sinπ (λ− a− aj) + fj (λ− a− aj) ],

where fj (λ) =
∫ π
−π f̃j (t) eiλtdt , f̃j (t) ∈ L2 [−π, π]. Hence, considering relations

Aj = 2ω cosπaj and αj = −tgπaj , we have

δj (λ) = 2ω +
λ− a

cosπaj
[sinπ (λ− a) cosπaj − cosπ (λ− a) sinπaj ]+

+
Mj

cosπaj
[sinπ (λ− a) cosπaj − cosπ (λ− a) sinπaj ]+

+
Bj

cosπaj
[cosπ (λ− a) cosπaj + sinπ (λ− a) sinπaj ]+

+
1

cosπaj

∫ π

−π
f̃j (t) ei(λ−a−aj)tdt =

= 2ω + (λ− a) [sinπ (λ− a) + αj cosπ (λ− a)]+

+ (Bj + αjMj) cosπ (λ− a) +

+ (Mj − αjBj) sinπ (λ− a) +

∫ π

−π
g̃j (t) ei(λ−a)tdt , g̃j (t) ∈ L2 [−π, π] . (32)

Therefore

σ (λ) =
δ1 (λ)− δ2 (λ)

(α1 − α2) (λ− a)
= cosπ (λ− a)−B3π

sinπ (λ− a)

λ− a
+

+M3
cosπ (λ− a)

λ− a
+

∫ π

−π

[g̃1 (t)− g̃2 (t)]

α1 − α2
· e

i(λ−a)t

λ− a
dt, (33)

where

B3 =
M2 −M1 + α1B1 − α2B2

π (α1 − α2)
, M3 =

B1 + α1M1 −B2 − α2M2

α1 − α2
.

By Lemma 1.2 of [27], the following asymptotic formula is true for the zeros θk
of the function σ (λ):

θk = k − 1

2
sign k + a− B3

n
+
ηk
k
, {ηk} ∈ l2. (34)

Using (32), for the function

u1 (λ) =
α1δ2 (λ)− α2δ1 (λ)

α1 − α2
− 2ω (35)
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we obtain the following representation:

u1 (λ) = (λ− a) sinπ (λ− a) +D cosπ (λ− a) +

+M sinπ (λ− a) +

∫ π

−π
r (t) ei(λ−a)tdt,

D =
α1 (B2 + α2M2)− α2 (B1 + α1M1)

α1 − α2
,

M =
α1 (M2 − α2B2)− α2 (M1 − α1B1)

α1 − α2
, r (t) ∈ L2 [−π, π] .

As in [27], we define the function u2 (λ) satisfying the condition

u2 (θk) = (−1)k+1 σk

√
u21 (θk)− 4ω2 (36)

as follows:

u2 (λ) = u1 (z)− 2ω2

[
sinπ (λ− a)

λ− a
+B4π

4 cosπ (λ− a)

4 (λ− a)2 − 1
−

−M sinπ (λ− a)

(λ− a)2
+
m (λ− a)

(λ− a)2

]
, (37)

where B4 is an arbitrary constant satisfying the inequality B4 ≤ B3, and m (λ) =
σ (λ)

∑∞
k=−∞

mk
σ′(θk)(λ−θk) is an entire function of exponential type not greater

than π belonging to L2 (−∞,∞), {mk} ∈ l2.
Denote

s (λ) =
1

2ω2
[u1 (λ)− u2 (λ)] . (38)

In view of (37), we have

(λ− a) s (λ) = sinπ (λ− a) +B4π
4 (λ− a) cosπ (λ− a)

4 (λ− a)2 − 1
+
m̃ (λ− a)

λ− a
, (39)

where m̃ (λ) = −M sinλπ +m (λ) , m̃ (0) = m̃′ (0) = 0.
Therefore, according to Lemma 2.1 of [27], if we denote by λk (k = ±1, ±2, ...)
the zeros of the function (λ− a) s (λ), then we will have the following asymptotic
formula:

λk = k + a− B4

k
+
τk
k
,

∞∑
k = −∞
k 6= 0

τ2k <∞. (40)
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Taking into account the obvious equality δ1 (θk) = δ2 (θk) (see (33)), from (35)
we obtain

u1 (θk) = δj (θk)− 2ω. (41)

Third condition of theorem and the relations (29)-(30), (41) yield

... , u1 (θ−2) ≤ −2 |ω| , u1 (θ−1) ≥ 2 |ω| , u1 (θ1) ≥ 2 |ω| , u1 (θ2) ≤ −2 |ω| , ...,

Consequently, there is a number hk such that

u1 (θk) = 2 |ω| (−1)k+1 chhk. (42)

From (36), by virtue of (42), we obtain

u2 (θk) = 2 |ω| (−1)k+1 σk |shhk| . (43)

By (38), (42) and (43) we have

s (θk) =
1

2ω2
[u1 (θk)− u2 (θk)] =

(−1)k+1

|ω|
(chhk − σk |shhk|) =

=
(−1)k+1 chhk

|ω|
(1− σk |thhk|) .

Hence, by the obvious inequality |thhk| < 1 it follows that

sign s (θk) = (−1)k+1 . (44)

Then, every interval ... , (θ−3, θ−2) , (θ−2, θ−1) , (θ1, θ2) , (θ2, θ3) , ... contains
one and, due to the asymptotic equality (40), only one zero of the function s (λ).
Consequently, the zeros ... , θ−2 , θ−1 , θ1 , θ2 , ... of the function σ (λ) and the
zeros ... , λ−2 , λ−1 , λ1 , λ2 , ... of the function s(λ) satisfy the inequalities

... < θ−3 < λ−2 < θ−2 < λ−1 < θ−1 < 0 < θ1 < λ1 < θ2 < λ2 < θ3 < .... (45)

Consider the function

s1 (λ) = σ (λ)− γs (λ) , (46)

where
γ = (B4 −B3)π. (47)

The equality (46), combined with the relations (33), (39) and (47), implies

s1 (λ) = cosπ (λ− a)−B4π
sinπ (λ− a)

λ− a
+
m1 (λ− a)

z − a
(48)
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(where m1 (λ) = M4 cosλπ +
∫ π
−π m̃1 (t) eiλtdt , m̃1 (t) ∈ L2 [−π, π]), which, in

turn, by Lemma 2.1 of [27] implies that the following asymptotic formula holds
for the zeros νk , k = ±1, ±2, ... of the functions s1(z):

νk = k − 1

2
sign k + a− B4

k
+
lk
k
,

∞∑
k = −∞
k 6= 0

l2k <∞. (49)

By the formula (31), the inequality α1 < α2 < 0 and the second condition of
theorem, we have

δ1 (0)

δ2 (0)
=

√
1 + α2

1

1 + α2
2

·
γ
(1)
−0 · γ

(1)
+0

γ
(2)
−0 · γ

(2)
+0

∞∏
k = −∞
k 6= 0

γ
(1)
k

γ
(2)
k

> 1.

Then, due to the equality (33) and the inequality δj (0) < 0 which follows from
(31) by (29)-(30), we have

σ (0) =
δ1 (0)− δ2 (0)

(α2 − α1) a
=

δ2 (0)

(α2 − α1) a

[
δ1 (0)

δ2 (0)
− 1

]
> 0. (50)

Further, by Lemma 2.1 of [27], the function s (λ) can be represented in the form
of infinite product s (λ) = π

∏∞
k=−∞,k 6=0

λk−λ
k . Hence it follows by (45) that

s (0) = π
∞∏

k = −∞
k 6= 0

λk
k
> 0. (51)

Consequently, from (46), taking into account (47), (50), (51) and the inequality
B4 ≤ B3, we obtain

s1 (0) = σ (0)− γs (0) > 0.

On the other hand, by (44), (50) we have

sign s1 (λk) = signσ (λk) = (−1)k .

Therefore, every interval

... , (λ−2, λ−1) , (λ−1, 0) , (0, λ1) , (λ1, λ2) , ...
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contains one zero of the function s1 (λ). By virtue of the asymptotic formula
(49), the function s1 (λ) has no other zeros. Thus, for the zeros of the functions
s (λ) and s1 (λ) we have the inequalities

... < ν−3 < λ−2 < ν−2 < λ−1 < ν−1 < 0 < ν1 < λ1 < ν2 < λ2 < ν3 < ....

Hence, considering the asymptotic formulas (40) and (49), by virtue of [13] we
conclude that there exists only one pair of functions q (x) ∈ L2 [0, π] , p (x) ∈
W 1

2 [0, π] such that the sequences {λk} and {νk} are the spectra of boundary value
problems generated on [0, π] by the same equation (1) with the found coefficients
(q (x) and p (x)) and the boundary conditions (23) and (27), and the equalities
s (λ) = s (π, λ) , s1 (λ) = s′ (π, λ) hold. Using these equalities, it is easily shown
that the spectra of the recovered boundary value problems coincide with the

sequences
{
γ
(1)
k

}
and

{
γ
(2)
k

}
. J

It can be shown that if the operator L given by the equalities

Ly = −y′′ + q (x) y,

D (L) =
{
y ∈W 2

2 [0, π] : y′ (0) + βy (0) + ωy (π) = y′ (π) + γ y (π)− ωy (0) = 0
}
,

is positive, then the conditions of Theorem 2 are also necessary.
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