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A-Statistical Supremum-Infimum and A-Statistical Con-

vergence

M. Altınok, M. Küçükaslan

Abstract. In this paper, the concept of A-statistical supremum (supA x) and A-statistical infu-
mum (infA x) for real valued sequences x = (xn) are defined and studied. It is mainly shown that,
the equality of supA x and infA x is necessary but not sufficient for to existence of usual limit of
the sequence. On the other hand, the equality of supA x and infA x is necessary and sufficient for
to existence of A-statistical limit of the real valued sequences.
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The concept of statistical convergence is introduced by Fast and Steinhaus in [7] and
[14], respectively. The idea of this concept based on asymptotic density of the subset K
of natural numbers N (see [3]).

Over the years, by using asymptotic density some concepts in mathematics are gener-
alized.

Let K be a subset of natural numbers N and

K(n) := {k : k ≤ n, k ∈ K}.

Then, the asymptotic density of K ⊆ N is defined by

δ(K) := lim
n→∞

1

n
|K(n)|

if the limit exists. The symbol |K(n)| indicates the cardinality of the set K(n).
A real or complex valued sequence x = (xn) is said to be statistically convergent to

the number L, if for every ε > 0, the set

K(n, ε) := {k : k ≤ n, |xk − L| ≥ ε}
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has zero asymptotic density, i. e.,

δ(K(n, ε)) := lim
n→∞

1

n
|K(n, ε)| = 0,

and it is denoted by xn → L(S).
Let A = (an,k) be a non-negative matrix. If A = (an,k) transforms all convergent

sequences to convergent sequences with the same limit, then it is called regular matrix
transformation. The theorem in (1.3.3 Theorem [13]) gives the conditions for a matrix to
be regular:

(a) There exists a constant K such that
∑

∞

k=1 |an,k| < K for all n,
(b) For every k, limn→∞ ank = 0,
(c) limn→∞

∑

∞

k=1 an,k = 1.
A-density of the set K ⊂ N is defined by

δA(K) := lim
n→∞

∑

k∈K

an,k

if the limit exists.
The sequence x = (xn) is A-statistical convergent to L ∈ R, if for every ε > 0 the set

K(n, ε) := {k : k ≤ n, |xk−L| ≥ ε} has A-density zero. It is denoted by xn → L(A−st).
By using A-density, matrix characterization of statistical convergence has been given

in [8]. After this study, some concepts in classical analysis has been generalized [1, 2, 4,
5, 6, 9, 10, 12], etc.

In this study, A-statistical lower and upper bound of real valued sequences will be
defined. By using this concept, A-statistical supremum and A-statistical infimum will be
investigated and mainly their relations between A-statistical convergence will be given.

Definition 1. (A-Statistical Lower Bound) The point l ∈ R is called A- statistical lower
bound of the sequence x = (xn), if the following

δA({k : xk ≥ l}) = 1 (or δA({k : xk < l}) = 0) (1)

hold.

The set of A-statistical lower bound of the sequence x = (xn) is denoted by LA(x):

LA(x) := {l ∈ R : l satisfies (1)}

Let us denote the set of usual lower bound of the sequence x = (xn) by L(x):

L(x) := {l ∈ R : l ≤ xn for all n ∈ N}.

From the above definition we have following simple result:

Theorem 1. If l ∈ R is an usual lower bound of the sequence x = (xn), then l ∈ R is an
A-statistical lower bound of the sequence x = (xn).
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Proof. Let us assume l ∈ R is a lower bound of the sequence x = (xn). From the
definition of usual lower bound we have l ≤ xn for all n ∈ N. So, the set

{k : xk ≥ l} = N.

Therefore,
δA({k : xk ≥ l}) = 1

holds. This shows that every usual lower bound is an A-statistical lower bound,
i. e, (L(x) ⊆ LA(x)). ◭

Remark 1. The inverse of Theorem 1 is not true in general.

Let us consider the sequence x = (xn) = (− 1
n
) and l = −1

2 ∈ R. If we choose a regular
matrix as

ank =

{

2k
n2 , 1 ≤ k ≤ n,
0, k > n.

It is clear that l = −1
2 is an A-statistical lower bound but it is not usual lower bound for

the sequence x = (xn) = (− 1
n
).

Definition 2. (A-statistical Upper Bound) The point m ∈ R is called A-statistical upper
bound of the sequence x = (xn), if the following

δA({k : xk ≤ m}) = 1 (or δA({k : xk > m}) = 0) (2)

hold.

The set of A-statistical upper bound of the sequence x = (xn) is denoted by UA(x):

UA(x) := {m ∈ R : m satisfies (2)}.

Let us denote the set of usual upper bound of the sequence x = (xn) by U(x):

U(x) := {m ∈ R : xn ≤ m for all n ∈ N}.

From the above definition we have following simple result:

Theorem 2. If m ∈ R is an usual upper bound of the sequence x = (xn), then it is an
A-statistical upper bound of the sequence x = (xn).

Proof. Let us assume m ∈ R is an usual upper bound of the sequence x = (xn). From
the definition of usual upper bound we have xn ≤ m for all n ∈ N. So, the set

{k : xk ≤ m} = N.

Therefore,
δA({k : xk ≤ m}) = 1

holds. This shows that every usual upper bound is an A-statistical upper bound, i. e,
U(x) ⊂ UA(x).◭
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Remark 2. The inverse of Theorem 2 is not true in general.

Let us consider the sequence x = (xn) = ( 1
n
) and l = 1

2 ∈ R. If we choose

ank =

{

2k−1
n2 , 1 ≤ k ≤ n,
0, k > n.

regular matrix. It is clear that l = 1
2 is an A-statistical upper bound but it is not usual

upper bound for the sequence x = (xn) = ( 1
n
).

Corollary 1. If l ∈ R is an A-statistical lower bound of the sequence x = (xn) and l′ < l,
then l′ ∈ R is also A-statistical lower bound of the sequence x = (xn).

Proof. Assume that l ∈ R is an A-statistical lower bound of the sequence x = (xn).
Then,

δA({k : xk ≥ l} = 1).

Since l′ < l, then the inclusion

{k : xk ≥ l} ⊂ {k : xk ≥ l′}

holds. So, we have
1 ≤ δA({k : xk ≥ l′}).

Therefore,
δA({k : xk ≥ l′}) = 1.

So, l′ ∈ R is an A-statistical lower bound of the sequence x = (xn).◭

Corollary 2. If m ∈ R is an A-statistical upper bound of the sequence x = (xn) and
m < m′, then m′ ∈ R is also A-statistical upper bound of the sequence x = (xn).

Proof. Assume that m ∈ R is an A-statistical upper bound of the sequence x = (xn).
Then,

δA({k : xk ≤ m} = 1).

Since m < m′, then the inclusion

{k : xk ≤ m} ⊂ {k : xk ≤ m′}

holds. So, we have
1 ≤ δA({k : xk ≤ m′}).

Therefore,
δA({k : xk ≤ m′}) = 1.

So, m′ ∈ R is an A-statistical upper bound of the sequence x = (xn).◭

Remark 3. If the sequence x = (xn) has an A-statistical lower (upper) bound, then it has
infinitely many A-statistical lower (upper) bounds.
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Definition 3. (A-Statistical Infimum (infA)) A number s ∈ R is called A-statistical infi-
mum of the sequence x = (xn) if s ∈ R is supremum of LA(x). That is

inf
A

x := supLA(x).

Definition 4. (A-Statistical Supremum (supA)) A number s′ ∈ R is called A-statistical
supremum of the sequence x = (xn) if s

′ ∈ R is infimum of UA(x). That is

sup
A

x := inf UA(x).

Theorem 3. Let x = (xn) be a sequence of real numbers. Then,

inf xn ≤ inf
A

xn ≤ sup
A

xn ≤ supxn

hold.

Proof. From the definition of usual infimum we have

δA({k : inf xn ≤ xk}) = δA(N) = 1.

This gives inf xn ∈ LA(x). Since infA x = supLA(x), then infA x ≥ inf xn hold.
From the definition of usual supremum we have

δA({k : supxn ≥ xk}) = δA(N) = 1.

This gives supxn ∈ UA(x). Since supA xn = inf UA(x), then supA x ≤ supxn hold. For
to completion of the proof it is enough to show that the inequality

l ≤ m (3)

holds for any l ∈ LA(x) and m ∈ UA(x).
Let us assume (3) is not true. That is there exist a l′ ∈ LA(x) and m′ ∈ UA(x) such

that m′ < l′ is satisfied. Since m′ is an A-statistical upper bound, then from Corollary 1
(II) l′ is also A-statistical upper bound of the sequence. This is the contradiction to the
assumption of l′. Therefore, l ≤ m hold.◭

Remark 4. Let A = (ank) be a non-negative regular matrix.
a) If x = (xn) is a constant sequence then,

inf xn = inf
A

xn = sup
A

xn = supxn.

b) If we consider the sequence x = (xn) as

xn =

{

xn, n ≤ n0, n0 ∈ N fixed
a, n > n0
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such that xn ≤ a for all n ∈ {1, 2, 3, ..., n0}, then

inf xn ≤ inf
A

xn ≤ sup
A

xn = supxn.

c) If we consider the sequence x = (xn) as

xn =

{

xn, n ≤ n0, n0 ∈ N fixed
a, n > n0

such that xn ≥ a for all n ∈ {1, 2, 3, ..., n0}, then

inf xn = inf
A

xn ≤ sup
A

xn ≤ supxn.

Theorem 4. Let x = (xn) be a real valued sequence and A = (ank) be a regular matrix.
Then,

δA({k : xk /∈ [inf
A

xn, sup
A

xn]}) = 0

and
δA({k : xk ∈ [inf

A
xn, sup

A

xn]}) = 1

hold.

Proof. Let us assume for simplicity infA xn = l and supA xn = m. That is l =
supLA(x) and m = inf UA(x). From the definition of infimum and supremum we have
l − ε ∈ LA(x), m+ ε ∈ UA(x) and

[l,m] ⊂ [l − ε,m+ ε] (4)

It is clear from (4) that we have

δA({k : xk /∈ [l,m]}) ≤ δA({k : xk /∈ [l − ε,m+ ε]}) =

= δA({k : xk < l − ε}) + δA({k : xk > m+ ε}) (5)

Since δA({k : xk < l − ε}) = 0 and δA({k : xk > m+ ε}) = 0, then from (5) we have

δA({k : xk /∈ [inf
A

xn, sup
A

xn]}) = 0.

It is clear that the following equality

{k : xk ∈ [inf
A

xn, sup
A

xn]} = N− {k : xk /∈ [inf
A

xn, sup
A

xn]}

hold and we have

δA({k : xk ∈ [inf
A

xn, sup
A

xn]}) = δA(N)− δA({k : xk /∈ [inf
A

xn, sup
A

xn]}).

This gives the desired result.◭
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Theorem 5. If limn→∞ xn = l, then supA xn = infA xn = l.

Proof. Assume limn→∞ xn = l, i.e,
For every ε > 0, there exist n0 = n0(ε) ∈ N such that

|xn − l| < ε, (6)

hold for all n ≥ n0. Therefore, the following inclusion deduced from (6)

N− {1, 2, 3, ..., n0} ⊂ {k : xk ≥ l − ε}, (7)

N− {1, 2, 3, ..., n0} ⊂ {k : xk ≤ l + ε}. (8)

By using (7) and (8) we obtain

δA({k : xk ≥ l − ε}) = 1,

and
δA({k : xk ≤ l + ε}) = 1.

This discussion gives
l − ε ∈ LA(x), l + ε ∈ UA(x)

for all ε > 0 such that

LA(x) = (−∞, l) and UA(x) = (l,∞).

Therefore,
inf
A

xn = sup(−∞, l) = l = inf(l,∞) = sup
A

xn

is obtained.◭

Remark 5. Theorem 5 stays true when l = ∓∞.

Proof. We shall give the proof only for l = +∞. Lets take arbitrary M ∈ R. From the
assumption, ∃n0 ≡ n0(M) ∈ N such that xn > M for all n > n0. So,

δA({k : xk ≥ M}) ≥ δA(N− {1, 2, ..., n0}) = 1

and
δA({k : xk ≤ M}) ≤ δA({1, 2, ..., n0}) = 0.

Therefore, M ∈ LA(x), M /∈ UA(x), i.e. LA(x) = (−∞,+∞) and UA(x) = ∅.
Hence, infA x = supLA(x) = ∞, supA x = inf UA(x) = infA∅ = ∞.◭

The following Corollary is a simple consequence of Theorem 5. So, the proof is omitted
here.

Corollary 3. Let x = (xn) be a real valued sequence. The following statements are true.
I) If the sequence x = (xn) is monotone increasing, then infA xn = supxn.
II) If the sequence x = (xn) is monotone decreasing, then supA xn = inf xn.
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Remark 6. Let A = (ank) be a non-negative regular matrix.

a) If x = (xn) is monotone increasing, then

inf xn ≤ inf
A

xn = sup
A

xn = supxn.

b) If x = (xn) is monotone decreasing, then

inf xn = inf
A

xn = sup
A

xn ≤ supxn.

Remark 7. The inverse of Theorem 5 is not true.

For to see this let us consider the sequence x = (xn) as

xn =

{

1, n = k2, k = 1, 2, ...,
0, otherwise

and the matrix a = (ank) as

ank =

{

2k
n2 , 1 ≤ k ≤ n,
0, k > n.

It is clear that supA xn = infA xn = 0 but the sequence is not convergent to 0.

Theorem 6. limn→∞ xn = l(A− st) if and only if supA xn = infA xn = l.

Proof. ” ⇒ ” Assume that limn→∞ xn = l(A− st). We have for every ε > 0,

δA({k : k ≤ n, |xk − l| ≥ ε}) = 0 (9)

hold. Since,

{k : k ≤ n, |xk − l| ≥ ε} = {k : k ≤ n, xk ≥ l + ε} ∪ {k : k ≤ n, xk ≤ l − ε}

and from (9) we have

δA({k : xk ≥ l + ε}) = 0 (10)

and

δA({k : xk ≤ l − ε}) = 0. (11)

Also, from (9) we have

δA({k : k ≤ n, |xk − l| < ε}) = 1 (12)

and (12) gives

δA({k : xk < l + ε}) = 1 (13)

and

δA({k : xk > l − ε}) = 1. (14)
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The equation (10) and (13) gives l + ε is an A-statistical upper bound and (11) and (14)
gives l − ε is an A-statistical lower bound for the sequence.

So,
LA(x) = (−∞, l) and UA(x) = (l,∞).

Therefore, we have
supLA(x) = l, inf UA(x) = l.

” ⇐ ” Assume that
sup
A

xn = inf
A

xn = l.

That is
l = supLA(x) = inf UA(x).

From the definition of supremum and infimum, there exists at least one element l′ ∈ LA(x)
and l′′ ∈ UA(x) for all ε > 0 such that the inequality

l − ε < l′ and l′′ < l + ε

hold. Since l′ is an A-statistical lower bound then we have following inclusion

{k : xk ≥ l + ε} ⊂ {k : xk ≥ l′}.

So,
δA({k : xk ≥ l + ε}) = 0 (15)

Since l′′ is an A-statistical upper bound then we have following inclusion

{k : xk ≤ l − ε} ⊂ {k : xk ≤ l′′}.

So,
δA({k : xk ≤ l − ε}) = 0. (16)

From the equations (15), (16) and

{k : |xk − l| ≥ ε} = {k : xk ≥ l + ε} ∪ {k : xk ≤ l − ε},

we have
δA({k : |xk − l| ≥ ε}) = 0.

Therefore, the sequence x = (xn) is A-statistical convergent to l ∈ R.◭

Definition 5. The real valued sequences x = (xn) and y = (yn) are called A-statistical
equivalent if the A-density of the set H = {k : xk 6= yk} is zero. It is denoted by x ≍ y.

Theorem 7. If the sequence x = (xn) and y = (yn) are equivalent, then

inf
A

xn = inf
A

yn and sup
A

xn = sup
A

yn.
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Proof. Since the sequence x = (xn) and y = (yn) are equivalent, then the set H =
{k : xk 6= yk} has zero A-density. Let us consider an arbitrary element l ∈ LA(x). The
element l ∈ R is an A-statistical lower bound of the sequence x = (xn), then we have

δA({k : xk < l}) = 0 and δA({k : xk ≥ l}) = 1.

From the following inclusion

{k : yk < l} = {k : xk 6= yk < l} ∪ {k : xk = yk < l} ⊂ H ∪ {k : xk = yk < l}

we have

0 ≤ δA({k : yk < l}) = δA({k : xk 6= yk < l}) + δA({k : xk = yk < l})

≤ δA(H) + δA({k : xk = yk < l}) = 0 + 0 = 0. (17)

Since the inclusion

{k : yk ≥ l} = {k : xk 6= yk ≥ l} ∪ {k : xk = yk ≥ l}

⊃ {k : xk = yk < l}

then we have
1 = δA({k : yk ≥ l}) ≥ δA({k : xk = yk ≥ l}) = 1. (18)

From (17) and (18), the element l ∈ R is an A-statistical lower bound of the sequence
y = (yn). That is, LA(x) ⊂ LA(y).

If we consider an arbitrary element l ∈ LA(y), it can be easily obtained that l ∈ LA(x).
Then LA(y) ⊂ LA(x). Therefore,

LA(y) = LA(x)

hold. Since supLA(y) = supLA(x), then infA x = infA y is obtained.
By using the same argument as above it can be obtained supA x = supA y.◭

Definition 6. (Upper or Lower Peak Point) [11] The point xk is called upper( or lower)
peak point of the sequence x = (xn) if the inequality xk ≥ xl (or xk ≤ xl) holds for all
l ≥ k.

Theorem 8. Let x = (xn) be a real valued sequence. If the element xn0
is an upper(or

lower) peak point of (xn), then the element xn0
is an A-statistical upper (or A-statistical

lower) bound.

Proof. Assume the point xn0
is an upper peak point of the sequence x = (xn) that

xk ≤ xn0
holds for all k ≥ n0. So, the following inclusion

{k : xk ≤ xn0
} ⊃ N− {1, 2, ..., n0}

holds. From this inclusion and the properties of asymptotic density we have

1 ≤ δA({k : xk ≤ xn0
}) = 1.

This give us the point xn0
is an A-statistical upper bound of the sequence x = (xn).◭
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Theorem 9. Let x = (xn) be a real valued sequence and A = (ank), B = (bnk) be regular
matrix. If the condition

lim sup
n→∞

∞
∑

k=1

|ank − bnk| = 0

hold. Then
inf
A

xn = inf
B

xn and sup
A

xn = sup
B

xn.

Proof. Let K1 = {k : xk < m}, K2 = {k : xk ≥ m} be subsets of natural numbers
N for all m ∈ R. For K = K1(or K2)

|δA(K)− δB(K)| = | lim
n→∞

∑

k∈K

ank −
∑

k∈K

bnk|

≤ lim
n→∞

∑

k∈K

|ank − bnk|

≤
∞
∑

k=1

|ank − bnk|

hold. Namely δA(K) = δB(K). So infA xn = infB xn.

Remark 8. The inverse of Theorem 9 is not true.

For to see this let us consider the sequence x = (xn) where

xn =

{

1, n = k2, k = 1, 2, ...,
0, otherwise,

and the matrices A = (an,k) and B = (bn,k) as

ank =











n
3(n+1) , k = n2,

1− n
3(n+1) , k = n2 + 1,

0, otherwise,

and

bnk =











n
5(n+1) , k = n2,

1− n
5(n+1) , k = n2 + 1,

0, otherwise.

The matrices A, B are non-negative and regular. This sequence and matrices A and B has
been considered in [4]. It is clear that LA(x) = (−∞, 0], LB(x) = (−∞, 0], UA(x) = (0,∞)
and UB(x) = (0,∞). Therefore,

supLA(x) = supLB(x) = 0

and
inf UA(x) = inf UB(x) = 0.

That is, supA x = supB x, infA x = infB x hold. Unfortunately, the condition given theo-
rem doesn’t hold for the matrices A and B. The other case is obtained by similar way.◭
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Mersin University, Faculty of Sciences and Arts, Department of Mathematics, Mersin, Turkey

E-mail: mkucukaslan@mersin.edu.tr, mkkaslan@gmail.com

Received 08 September 2013
Accepted 28 November 2013


